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Abstract—An on-demand routing protocol for wireless ad hoc 

networks is one  that searches for and attempts to discover a route to 
some destination node only when a sending node originates a data 
packet addressed to that node. In order to avoid the need for such a 
route discovery to be performed before each data packet is sent, such 
routing protocols must cache routes previously discovered. This 
paper presents an analysis of the effect of intelligent caching in a non 
clustered network, using on-demand routing protocols in wireless ad 
hoc networks. The analysis carried out is based on the Dynamic 
Source Routing protocol (DSR), which operates entirely on-demand. 
DSR uses the cache in every node to save the paths that are learnt 
during route discovery procedure. In this implementation, caching 
these paths only at intermediate nodes and using the paths from these 
caches when required is tried. This technique helps in storing more 
number of routes that are learnt without erasing the entries in the 
cache, to store a new route that is learnt. 

The simulation results on DSR have shown that this technique 
drastically increases the available memory for caching the routes 
discovered without affecting the performance of the DSR routing 
protocol in any way, except for a small increase in end to end delay. 
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I. INTRODUCTION 
ACHING is an important part of any on-demand routing 
protocol for wireless ad hoc networks. In a Mobile ad hoc 

network (MANETS) [1], [2], [3] all nodes cooperate in order 
to dynamically establish and maintain routing in the network, 
forwarding packets for each other to allow communication 
between nodes not directly within wireless transmission range. 
Rather than using the periodic or background exchange of 
routing information common in most routing protocols, an on-
demand routing protocol is one that searches for and attempts 
to discover a route to some destination node only when a 
sending node originates a data packet addressed to that node. 
In order to avoid the need for such a route discovery to be 
performed before each data packet is sent, an on-demand 
routing protocol must cache routes previously discovered. 
Such caching then introduces the problem of  proper strategies 
for managing the structure and contents of this cache, as nodes 
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in the network move in and out of wireless transmission range 
of one another, possibly invalidating some cached routing 
information. 
   Several routing protocols for wireless ad hoc networks have 
used on-demand mechanisms, including Temporally-ordered 
routing algorithm (TORA) [7], Dynamic Source Routing 
protocol (DSR) [4], Ad Hoc On Demand Distance Vector 
(AODV) [5], Zone routing protocol (ZRP) [6], and Location-
Aided Routing (LAR) [8]. For example, in the Dynamic 
Source Routing protocol [4] in its simplest form, when some 
node S originates a data packet destined for a node D to which 
S does not currently know a route, S initiates a new Route 
Discovery by beginning a flood of request packets through the 
network. When a copy of this request packet reaches either D 
or another node that has a cached route to D, this node then 
returns to S the route discovered by this request. Performing 
such a Route Discovery can be an expensive operation, since 
it may cause a large number of request packets to be 
transmitted, and also add latency to the subsequent delivery of 
the data packet that initiated it. But this Route Discovery may 
also result in the collection of a large amount of information 
about the current state of the network that may be useful in 
future routing decisions. In particular, S may receive a number 
of replies in response to its Route Discovery flood, each of 
which returns information about a route to D through a 
different portion of the network; a node may also learn the 
information about the state of the network by eavesdropping 
on the Route Discovery packets from other nodes. By caching 
and making effective use of this collected network state 
information, the amortized cost of Route Discoveries can be 
reduced and the overall performance of the network can be 
significantly improved. 

In this paper, effects of intelligent caching algorithm on the 
performance of DSR were analyzed by changing the threshold 
distance at which the paths are cached. 

II. OVERVIEW OF THE DSR PROTOCOL 
The Dynamic Source Routing protocol [4] has been used in 

this paper to illustrate the effects of intelligent caching 
strategies in on demand routing protocols, since DSR operates 
entirely on-demand and thus clearly shows the caching 
behavior. DSR is composed of two mechanisms that work 
together to allow the discovery and maintenance of source 
routes in the ad hoc network. Route Discovery is the 
mechanism by which a node S wishing to send a packet to a 
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destination node D obtains a source route to D. Route 
Discovery is used only when S attempts to send a packet to D 
and does not already know a route to D. Route Maintenance is 
the mechanism by which node S, while using a source route to 
D, is able to detect when the network topology has changed 
such that it can no longer use its route to D because a link 
along the route no longer works. When Route Maintenance 
indicates a source route is broken, S can attempt to use any 
other route it happens to know to D, or can invoke Route 
Discovery again to find a new route for subsequent packets 
that it sends. Route Maintenance is used only when S is 
actually sending packets to D. This section describes the basic 
operation of Route Discovery and Route Maintenance, 
although a number of optimizations to this basic operation 
exist [4, 9] that are not discussed here due to space limitations. 

To initiate a new Route Discovery for a node D (the target 
of the Route Discovery), S transmits a ROUTE REQUEST 
packet, which is received by other nodes located within direct 
wireless transmission range of S. Each node that receives the 
ROUTE REQUEST packet appends its own address to a 
record in the packet and rebroadcasts it to its neighbors, unless 
it has recently seen another copy of the ROUTE REQUEST 
for this Route Discovery or it finds that its address was 
already listed in the route record in the packet. The forwarding 
of the ROUTE REQUEST terminates when it reaches node D; 
this node then returns a ROUTE REPLY packet to S, giving a 
copy of the accumulated route record from the ROUTE 
REQUEST, indicating the path that the ROUTE REQUEST 
traveled to reach D. The forwarding of the ROUTE 
REQUEST also terminates when it reaches a node that has in 
its cache a route to D; this node then returns a ROUTE 
REPLY packet to S, giving the route as a concatenation of the 
accumulated route record from the ROUTE REQUEST 
together with this node’s own cached route to D. The returned 
source route from the ROUTE REPLY is cached by S for use 
in sending subsequent data packets. 

Route Maintenance is performed by each node that 
originates or forwards a data packet along a source route. 
Each such node is responsible for confirming that the packet 
has been received by the next hop along the source route 
given in the packet; the packet is retransmitted (up to a 
maximum number of attempts) until this confirmation of 
receipt is received. This confirmation may be provided at no 
cost to DSR, either as an existing standard part of the MAC 
protocol in use (such as the link-level acknowledgement frame 
defined by IEEE 802.11), or by a passive acknowledgement. 
If neither of these confirmation mechanisms are available, the 
node transmitting the packet may set a bit in the packet header 
to request a DSR-specific software acknowledgement be 
returned by the next hop. If this confirmation is not received 
after some maximum number of local retransmission attempts, 
this node returns to the original sender of the packet a ROUTE 
ERROR message, identifying the link over which the packet 
could not be successfully transmitted. When receiving the 
ROUTE ERROR, this original sending node removes this 
broken link from its cache. In addition to returning a ROUTE 

ERROR message, this node may also attempt to salvage the 
original packet [10], [11], [20] if it has a route to the intended 
destination of the packet in its own cache. If so, the node 
replaces the original source route on the packet with the route 
from its cache and forwards the packet along that route; 
otherwise, the node discards the packet since no correct route 
is available. 

In response to a single Route Discovery, a node may learn 
and cache multiple routes to any destination. Nodes may also 
learn routing information from any packets that they forward 
or that they can overhear through optionally operating their 
network interface hardware in promiscuous mode; in 
particular, routing information may be learned from a ROUTE 
REQUEST, ROUTE REPLY, or ROUTE ERROR packet, or 
from the source route in the header of a data packet. 

III. RELATED WORK 

A. CacheData and CachePath  
The CacheData [18] scheme considers the cache placement 

policy at intermediate nodes in the routing path between the 
source and the destination. The node caches a passing-by data 
item locally when it finds that the data item is popular, i.e., 
there were many requests for the data item, or it has enough 
free cache space. Since CacheData needs extra space to save 
the data, it should be used prudently. A conservative rule is 
proposed as follow: A node does not cache the data if all 
requests for the data are from the same node. However, it uses 
cooperative caching protocol among Mobile Hosts (MHs). 
Each MH does not independently perform the caching tasks 
such as placement and replacement. CachePath [18] is also 
proposed for redirecting the requests to the caching node. In 
MANETs, the network topology changes fast and thus, the 
cached path may become invalid due to the movement of 
MHs. 

B. Neighbor Caching  
The concept of Neighbor Caching (NC) [16] is to utilize the 

cache space of inactive neighbors for caching tasks. The basic 
operations of NC are as follows. When a node fetches a data 
from a remote node, it puts the data in its own caching space 
for reuse. This operation needs to evict the least valuable data 
from the cache based on a replacement algorithm. With this 
scheme, the data that is to be evicted is stored in the idle 
neighbor node’s storage. In the near future, if the node needs 
the data again, it requests the data not from the far remote 
source node but from the near neighbor that keeps the copy of 
data. The NC scheme utilizes the available cache space of 
neighbor to improve the caching performance. However, it 
lacks the efficiency of the cooperative caching protocol 
among the MHs. 

C. Node Caching  
This is a novel approach to constrain route request 

broadcast based on node caching [17]. The intuition used is 
that the nodes involved in recent data packet forwarding have 
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more reliable information about its neighbors and have better 
locations (e.g., on the intersection of several data routes) than 
other MANET nodes. The nodes which are recently involved 
in data packet forwarding are considered as cache nodes, and 
only they are used to forward route requests. The modified 
route request uses a fixed threshold parameter H. The first 
route request is sent with the small threshold H. When a node 
N receives the route request, it compares the current time T 
with the time T(N) when the last data packet through N has 
been forwarded. If T -H > T(N), then N does not belong to the 
current node cache and, therefore, N will not propagate the 
route request. Otherwise, if T -H <= T(N), then N is in the 
node cache and the route request is propagated as usual. Of 
course, the node cache cannot guarantee existence of paths 
between all source destination pairs, therefore, if the route 
request with the small threshold H fails to find a route to 
destination, then a standard route request (which is not 
constrained by cache) is generated at the source. This method 
showed average decrease by 90% in communication overhead 
as well as average decrease by 63% in the delay, and average 
increase by 20% in the delivery ratio. 

D. Group Caching  
There are some challenges and issues such as mobility of 

MHs, power consumption in battery, and limited wireless 
bandwidth when caching techniques are employed in 
MANETs for data communication. Due to the movement of 
MHs, MANETs may be partitioned into many independent 
networks. Hence, the requester cannot retrieve the desired data 
from the remote server (data source) in another network. The 
entire data accessibility will be reduced. Also, the caching 
node may be disconnected from the network for saving power. 
Thus, the cached data in an MH may not be retrieved by other 
MHs and then usefulness of the cache is reduced.  

The MHs also decide the caching policy according to the 
caching status of other MHs. However, the existing 
cooperative caching schemes in a MANET lack an efficient 
protocol among the MHs to exchange their localized caching 
status for caching tasks. This paper, proposes a novel 
cooperative caching scheme called Group Caching (GC) [22] 
which maintains localized caching status of 1-hop neighbors 
for performing the tasks of data discovery, caching placement, 
and caching replacement when a data request is received in a 
MH. Each MH and its 1-hop neighbors form a group by using 
the “Hello” message mechanism. In order to utilize the cache 
space of each MH in a group, the MHs periodically send their 
caching status in a group. Thus, when caching placement and 
replacement need to be performed, the MH selects the 
appropriate group member to execute the caching task in the 
group; this reduces redundancy of cached data objects. 

IV. INTELLIGENT CACHING 
Intelligent caching is a technique in which, a node  not only 

saves the path discovered during route discovery for itself but 
also for others who are located close to it. This technique 
reduces the number of route request packets unnecessarily 

circulating in the network, when the path it requires is present 
in its neighborhood. This concept is tried on DSR for saving 
the data paths discovered by a node that has data to transmit in 
the network. In DSR each and every node overhears the route 
request and route reply packet circulating in the network and 
learns the path to different nodes in the network. This route 
information is replicated in multiple nodes occupying large 
amount of cache. In order to make efficient utilization of 
cache, these paths are stored at nodes called cache nodes 
which are located at intermediate points between source and 
destination. A threshold value is selected to determine the 
selection of caching nodes. The path identified is first cached 
at the node which is at the predetermined threshold level from 
the destination node. Then the current cached node is taken as 
reference to compute the nodes at which the path will be 
cached next, till the source node is found. The amount of 
cache available in the non caching nodes (i.e nodes between 
the two caching nodes) is made known to the selected caching 
nodes so that they can save the paths in the neighborhood if 
their cache memory is full. 

Consider node N1 (source) wants to send some data to the 
node N11 (destination) in the network shown in   Fig 1. The 
source first checks for a route to the destination in its route 
cache. If it finds a route then it sends the data directly to the 
destination N11. But when it does not have a route to the 
destination, it broadcasts a route request to all the nearby 
nodes which in turn forwards it to the destination N11. While 
broadcasting, if any of the intermediate nodes N2, N3, N4, 
N5, N6, N7, and N10 have the route to the destination, they 
concatenate the route, to the route from the source and send 
the route reply to the source node. When no intermediate 
nodes have a route to the destination, each of them just append 
their IP addresses to the packet header before forwarding the 
route request. Now before forwarding the route request, the 
node will enter the route into its route cache. In DSR all the 
intermediate nodes cache the path. In this implementation the 
number of nodes caching the path is limited based on a 
threshold value TH. 

The performance of intelligent cache is affected by the 
threshold value TH as a path is only cached by a node when 
its HOPCOUNT and SEGLEFT values are greater than TH. 
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Fig. 1 Ad hoc network 
 
A small TH means more intermediate nodes cache the path, 

but too many nodes caching may increase the delay because 
the cached paths are not very reliable and also use up a lot of 
memory which is expensive. A large TH means only some 
nodes cache the path and hence save memory. However, if TH 
is too large, many nodes do not cache the path because of the 
high threshold which might increase the overhead and delay. 
So a careful selection of threshold helps in efficient utilization 
of the cache.  

The performance of the system was analyzed for different 
values of threshold and the results are as presented below.  

V. SIMULATION RESULTS 
The simulations were performed using Glomosim [19]. The 

mobility scenarios were randomly generated using random 
waypoint model. The distributed coordination function (DCF) 
of IEEE 802.11 for wireless LANs used, was the MAC layer 
protocol. 

 In this simulation, 300 nodes were used in a 1000x1000 
meter rectangular region for 300 seconds simulation time.  
Initial locations of the nodes were obtained using a uniform 
distribution. It was assumed that each node moves 
independently with the same average speed. With the random 
waypoint mobility model, a node randomly selects a 
destination from the physical terrain and moves in the 
direction of the destination with a uniform speed chosen 
between the minimal and maximal speed.  After it reaches its 
destination, the node stays there for a pause time and then 
moves again.  In this simulation, the minimal speed was 
chosen to be 2m/s and maximal speed was 15m/s and pause 
time was varied from 2 to15 seconds.  The simulated traffic 
was constant bit rate (CBR). 

The analysis of the variations in the overhead was done by 
varying the density of the network at different mobilities (i.e. 
pause time) of 2s, 8s and 15s.  

  

 
Fig. 2 Number of nodes v/s overhead 

 

Fig. 3 Number of nodes v/s overhead 
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Fig. 4 Number of nodes v/s overhead 

 
From the above three graphs for number of nodes v/s 

overhead shown in Figs. 2,3 and 4 it can be seen that the 
technique implemented is suitable for larger number of nodes 
(>100).For lesser number of nodes, the overhead increases as 
the mobility and threshold values are increased. This is 
because the nodes are located at far off distances and it takes 
time to retrieve the information from the caching nodes. For 
larger number of nodes in the same terrain dimension, the 
overhead has improved (decreased or remained the same), 
therefore this technique is not deteriorating the performance of 
the system for higher number of nodes. Practically ad hoc 
networks are implemented with larger number of 
nodes(>100). Hence the implementation of this technique 
reduces the frequent deletion of paths from cache and makes 
space for new routes in the neighborhood cache.  

 
 

 
Fig. 5 Number of nodes v/s delivery ratio 

 

 
Fig. 6 Number of nodes v/s delivery ratio 

 

 
Fig. 7 Number of nodes v/s delivery ratio 

 
From the above three graphs for number of nodes  v/s  

delivery ratio in Figs. 5,6 and 7 it can be seen that the 
technique implemented is suitable for larger number of nodes 
(>100) since the delivery ratio has improved (increased or 
remained the same) in this region. Hence by reducing the 
amount of caching, this technique has not deteriorated the 
performance of the system. 
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Fig. 8 Mobility v/s end to end delay 

 

 
Fig. 9 Mobility v/s end to end delay 

 
 
 
 
 
 
 
 

 

 
Fig. 10 Mobility v/s end to end delay 

 
Fig. 11 Mobility v/s end to end delay 
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Fig. 12 Mobility v/s end to end delay 

 
Fig. 13 Mobility v/s end to end delay 

 
From the above graphs for Mobility v/s end to end delay in 

Fig 8, 9, 10, 11,12,13,14 it can be seen that as expected, the 
end to end delay in this technique has slightly increased. This 
is because; lesser number of intermediate nodes is caching the 
paths that are discovered during route discovery. When a node 
has data to transmit, it needs some time to get this path from 
the neighborhood as a result of which route discovery will 
take more time, increasing the total end to end delay; but this 
increase is not very significant. So this technique is able to 
utilize the cache efficiently, reduce the overhead slightly 
without affecting the end to end delay drastically. 

 
Fig. 14 Mobility v/s end to end delay 

VI. CONCLUSION 
A number of on-demand routing protocols for wireless     

ad hoc networks have been proposed, including TORA [7], 
DSR [4], AODV [5], ZRP [6], and LAR [8], and earlier 
detailed simulation work has shown that such protocols can 
have excellent performance [19]. One key to achieving this 
type of performance is the design of an appropriate caching 
strategy for the protocol, which can make effective use of the 
state information about the network collected by the protocol 
as part of the process of discovering routes to other nodes. 
Caching is important in order to avoid the overhead of 
discovering a new route before sending each data packet, but 
caching also brings with it the risk and associated expenses of 
retaining routing information in a cache after the information 
is no longer valid due to changes in different nodes’ position 
or changes in the wireless propagation environment. 

This paper has presented an analysis of the effects of 
intelligent caching strategy for on-demand routing protocols 
in wireless ad hoc networks. The simulation results have 
shown that this technique drastically increases the available 
memory for caching the routes discovered without affecting 
the performance of the DSR routing protocol in any way 
except for a small increase in end to end delay. So it can be 
concluded that intelligent caching technique helps in saving 
lot of cache memory which can be used for saving additional 
routes which in turn helps in efficient utilization of the cache 
for enhancing the overall performance of the routing protocol. 
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