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Abstract—Data replication in data grid systems is one of the 

important solutions that improve availability, scalability, and fault 

tolerance. However, this technique can also bring some involved 

issues such as maintaining replica consistency. Moreover, as grid 

environment are very dynamic some nodes can be more uploaded 

than the others to become eventually a bottleneck. The main idea of 

our work is to propose a complementary solution between replica 

consistency maintenance and dynamic load balancing strategy to 

improve access performances under a simulated grid environment. 
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I. INTRODUCTION 

RIDS are considered as one of the promiscuous 

environment of scientific applications which need an 

important set of storage and computing resources. In this kind 

of dynamic and large scale environment, the management of 

massive data is still being one of the important scientific and 

industrial research areas. Data replication is one of these 

important research domains. 

The replication technique improves data availability, 

scalability and fault tolerance, however, the update of replica 

by any grid user might bring a critical problem of maintaining 

consistency between the other replicas of the grid. Moreover, 

according to the frequency access to the different grid nodes, 

some nodes are more uploaded then the others. This irregular 

evolution provides an unbalance and many resources can be 

for example, downloaded and consequently unexploited.  

Thus, our main idea is to bring a complementary solution 

between replica consistency and load balancing. The objective 

of this work is to improve the consistency performances by 

taking care of the load of grid nodes. Our contribution consist 

to increase the replica consistency performances through a 

dynamic load balancing strategy of the grid nodes in order to 

guarantee the data availability and reduce the time access with 

a minimal communication coast. 

In the next section we give an overview of some existing 

replica consistency works. Then we define our approach with 

the adopted dynamic load balancing strategy. The 

experimentations of our approach will be discussed in 

experimentations section. Finally, we close this paper with 

some conclusions. 
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II. RELATED WORKS 

Many works have been done on the replica consistency 

domain in distributed systems, such as cluster, peer to peer 

and grid. We find many consistency models in the literature 

[12]: Strong models, Weak models [13], [15]. Strong 

consistency models keep data consistent among all replicas 

simultaneously, which requires more resources and expensive 

protocols than weak models. Contrary to strong consistency, 

weak consistency can tolerate inconsistencies among replicas 

for a while to improve access performances. 

The authors of [4] addressed the problem of shared data in 

data grid systems. The consistency of replicated data is 

introduced by relaxed read which is an extension of the entry 

Consistency model [5]. Unlike the model of entry consistency, 

which ensures that data is current as at the acquisition of its 

lock, this new type of operation can be achieved without 

locking, in parallel with write operations. However, data 

freshness constraint is released and older versions, which 

however still be controlled, are accepted. The grid architecture 

considered in this work is composed of clients requesting the 

data, the data providers and two hierarchical levels: LDG 

(Local Data Grid) and GDG (Global Data Grid). 

Two types of copies are considered: local copy, hosted by 

the LDG and global copy, hosted by the GDG. When a client 

accesses the data, a request to acquire the synchronization 

object is addressed to the node hosting the local copy. If the 

node owns the synchronization object, the client is served. 

Otherwise, an acquisition request is sent to the node hosting 

the global copy.  

To avoid the problem of storage data in grids, the 

consistency model proposed in [9] improved the storage space 

and access time of replicated data. The authors of this work 

suggest a topology built hierarchically upon three types of 

nodes: Super Node (SN), Master Node (MN), and Child Node 

(CN). The source of the replicated data is kept in the SN; this 

data can then be modified by users of the grid, called "original 

data". When the original data is added or modified, then it is 

automatically replicated to the master nodes (MN). The replica 

of the master node (MN) is called Master Replica. At the node 

(CN), the data is replicated from the master node (MN) 

according to two main factors: the file access frequency and 

the storage space capacity. The replicated data is called (Child 

Replica). Replicas located at (MN) and (CN) are read only.  
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Fig. 1 Replica distribution topology [7] 

 

Another similar work to [7] was proposed by [6] by 

considering the bandwidth consumed until the read/write 

operations. Most of existing replication works [9], [10] in data 

grid systems focuses on consistency management without 

taking care of the load imbalance of the grid nodes which can 

degrades significantly the replication performances.  

Some of load balancing solution was proposed in the 

literature [8], [14]. For example in [1] Quorum systems are 

used. A Quorum is defined as the minimum set of nodes 

owning a replica. A coterie represents a set of replicas. 

Quorum protocols are characterized by two main properties 

which are properties of intersection and minimality [2]. 

Considering two quorums of a coterie C, the property Q ∩ Q 

'≠ ∅ is called intersection property and the property Q ⊈ Q' is 

called the minimality property. The authors of [1] studied the 

load balancing problem, by providing a coterie reconfiguration 

method, to improve the read/write accesses. The load of a 

quorum Q is the maximum load of the nodes of this Quorum 

and the load of a coterie is equivalent to the sum of loads of its 

quorums. The nodes are tree structured and a Quorum is 

obtained by taking nodes of any path from the root to a leaf of 

the tree. Every read (or write) operation is performed on a 

Quorum of the coterie. 

An elementary permutation of the coterie is performed to 

obtain a new less loaded coterie. For this, two parent’s nodes 

are selected to be swapped in the tree (father and its son) when 

the son’s load is less than the father’s load. The main goal of 

this work is to put nodes with the lightest load above the 

busiest ones.  

An extension of the atomic read/write service [3] is 

proposed, with multiple readers and multiple writers. Two 

phases are proposed: query and a propagation phase. During 

the request phase, a read-quorum is contacted and each node 

returns the recent version which is consequently propagated to 

all the nodes of the quorum. This has the advantage that 

obsoletes copies are updated even during read operations.  

As load balancing for replica consistency has not been 

sufficiently studied in the literature, we propose a strategy, 

based on quorum for load balancing of nodes to increase 

performance consistency in terms of availability, read/write 

accesses and communication cost. In the next section we 

present our approach. 

III. PROPOSED APPROACH 

In our work, we adopt a strategy of load balancing based on 

quorum structure, as this provides better representation and 

management of replicas. For this, we propose to represent the 

grid into coteries. A coterie contains all nodes owning replicas 

of the same data, structured in a binary tree. A path from the 

root to the leaf node of the tree is called quorum. 

To improve the data availability, for each coterie node we 

define n versions. Each version is characterized by three 

parameters <N, S, V>, representing respectively, the node that 

creates or modified this version, the stamp which represents 

the moment of the creation or the update version of the replica 

and finally the value of the replica. An example is shown in 

Fig. 2. 
 

 

Fig. 2 Example of a coterie with versions 

 

In this example, three versions are defined for each node of 

the coterie. 
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A. Replica Consistency Maintenance 

The replica consistency is based on the write and read 

protocol. A replica is updated through a write protocol and 

requested through a read protocol. We define three states for a 

node: Free (F), Occupied (O) and Blocked (B) as shown in 

Fig. 3. A node is free if all its versions are released. A node is 

occupied if it contains at least one version locked. A node is 

blocked if all its versions are locked. The possible transitions 

from a state to another are illustrated in Fig. 3. 

 

 

Fig. 3 State of a node in a coterie 

 

Suppose that the initial state of the node is free (F). If a 

request (read/ write) is addressed to that node, the version 

chosen to perform the operation is locked and the node passes 

to occupied state (O). If this node receives another request 

then it keeps the same state even it still has released versions, 

else it transits to the blocked state (B). If the node is in a 

blocked state and a version has been released, then the node 

returns to an occupied state. The node returns to a free state if 

all the locks of all versions are released.  

 

Write protocol  

The node N requests the write on the data D. 

Contact the coterie corresponding to the data D. 

If exist a « Free » node then designate a quorum containing this 

node, having no blocked nodes, with minimal occupied nodes and 

maximal free nodes. 

Else if exist an « Occupied » node then designate a quorum 

containing this node, having no blocked nodes, with minimal 

occupied nodes. 

Else write is hold until the release of a node. // since all nodes 

of the coterie are blocked 

End if 

End if 
// Write the designated quorum 

- Lock the oldest version in writing (having the smallest 

estampille). 

- Perform the writing operation. 

- Release the write lock. 

- Propagate the written version to the nodes of the quorum. 

 
Read protocol  

The node N requests the read on the data D. 

Contact the coterie corresponding to the data D. 

If exist a « Free » node then designate a quorum containing this 

node, having no blocked nodes, with minimal occupied nodes and 

maximal free nodes. 

Else if exist an « Occupied » node then designate a quorum 

containing this node, having no blocked nodes, with minimal 

occupied nodes. 

Else write is hold until the release of a node. // since all nodes 

of the coterie are blocked 

End if 

End if 

// Read the designated quorum 

- Contact all nodes of the designed quorum and get the latest 

version of the replica (having the biggest estampille).  

- If there is divergence between replicas then propagate the latest 

version to the nodes of the quorum.  

- Lock the chosen version to be red.  

- Perform the reading operation. 

- Release the read lock. 

- Return the result read to the request node. 

 

An example of write algorithm is illustrated in Fig. 4. 

Suppose that at time t = 8, the Node B requests the write of the 

data D with the value val8. The coterie corresponding to the 

data D is contacted and the quorum {A, B, D} is designated 

because it contains the node B, which is free. The oldest 

version (A, 1, val1) is locked to be written. The chosen 

version is locked to perform the writing operation. At the end 

of the write, the lock is released and it propagates the update 

to the quorum nodes.  
 

 

Fig. 4 Write example 

 
 

An example of the read algorithm is illustrated in Fig. 5. 
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Fig. 5 Read example 

 

At time t=8, the Node B requests the read of the data D. The 

coterie corresponding to the D is contacted and the quorum 

{A, B, D} is designed because it contains the node B which is 

free. After, the latest version is chosen in the designed 

quorum. Among the nodes of the chosen quorum, the latest 

version is located in the node A (C, 7, val7). As there is a 

divergence between the versions, the latest version must be 

propagated to the nodes that do not contain it. The latest 

version is locked to perform the reading operation. At the end 

of the read, the lock is released and the latest value is return to 

the request node. 

B. Load Balancing Strategy 

Before presenting our load balancing strategy, we precise 

how the load of a coterie is estimated. 

First we define the load of each node of the coterie. In our 

approach, we define three load states: under loaded, medium 

loaded and up loaded, having respectively the values 1, 2 and 

3. 

The load of a node, noted Lnode is calculated by following 

the read/write access frequency. The node access frequency, 

noted fanode, is incremented at each read operation and 

reinitialized periodically. For this, two thresholds: famin and 

famax.are defined arbitrary.  

 

if (fanode < famin) then Lnode = 1 

if (famin ≤ fanode < famax)then Lnode = 2 

if (fanode ≥ famax)then Lnode = 3 

 

The load of a Quorum, noted Lquorum, represent the 

maximum load of the nodes of this quorum.  

Finally, the load of a Coterie, noted Lcoterie, represents the 

sum of all quorums load of this coterie. 

In the following example, we assume that the nodes {A, B, 

C, D and E} have got respectively the following load values 

{2, 2, 3, 3, 1}. 

 

 

Fig. 6 Example load 

 

Load balancing nodes of each coterie, is performed by 

following a dynamic reconfiguration of nodes of the coterie 

from the root nodes to the leaf nodes (see load balancing 

strategy). The purpose of this reconfiguration is to reduce the 

load of quorums based on an elementary permutation between 

a parent node and its two son nodes so that the load of the 

father is greater than the load of its two nodes son getting a 

minimal communication cost. The communication cost 

represents the time of exchanges messages between two nodes 

of the grid. 

Thus the main objective of this reconfiguration is to involve 

the least possible overloaded nodes in the construction of 

quorums. In this way, we get the overloaded nodes at the 

lowest level (leaf level) without degrading the performance of 

consistency in terms of communication cost. This 

reconfiguration is invoked periodically. 

 

     Load balancing strategy 

Input: structured coterie, load nodes of each coterie.  

Output: restructured coterie.  
 

For each coterie do  

If exist node ≠ leaf and load node=3 

Then  

For each parent node do  

If (loadparent > loadchild1) and (loadparent > loadchild2) 

Then Swap (parent, childj) with minimal communication cost 

Else if (loadparent > loadchild1) 

           Then  swap (parent, child1) 

           Else if (loadparent > loadchild2) 

                      Then swap (parent, child2) 

     End if 

End if 

                End if 

        End if 

End if 

IV. EXPERIMENTATIONS 

To evaluate the performances of our proposed approach, we 

use the grid simulator (Gridsim toolkit 4.2) [11] under the 

Load of nodes: 

Nodes under loaded= {E} 

Nodes medium loaded = {B} 

Nodes up loaded = {C, D} 

Load of quorums: 

L {A, B, D} = max {2, 2, 3} = 3 

L {A, B, E} = max {2, 2, 1} = 2 

L {A, C} = max {2, 3} = 3 

 

Load of coterie: 

L {A, B, D} + L {A, B, E} + L {A, C} = 8 
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operating system (Windows XP 7). We defined different 

number of grid nodes. We replicate arbitrary 10 data into 5 

versions over the nodes of the grid. We fixed the number of 

R/W transactions to 10000.  

In order to estimate the load of a node, we define two 

thresholds famin and famax by following the number of nodes 

and transactions. We approximate the 

transactions/ number of nodes). To consider the upload state 

of a node, we approximate the famax to fa

Table I. 
 

TABLE I 

SIMULATION PARAMETERS

# Data= 10, # Version=5, #Transactions=10000

# 

Nodes 
50 100 400 800 1000 2000 

Famin 200 100 25 13 10 5 

Famax 205 105 30 18 15 10 

 

In order to study the consistency results, we assume that a 

replica is consistent if its latest version corresponds to the 

latest written value. Thus, the consistency of a data D 

represents the rate of the consistent replicas 

consistency of a data D is calculated as below:

 
�������	�
��



 number of nodes hosting consistent replicas 

number of nodes hosting replicas of the

 

We note that the consistency reduces when the

nodes increases, this is explained by the fact that when there is 

a lot of write operations (in our experimentations we fix it to 

10000 R/W transactions) the updates of replicas becomes 

more difficult and consequently inconsistencies occur. That

why we study the freshness of replicas. 

 

Fig. 7 Consistency& Freshness

 

Considering a set of replicas of the data «

Rn} where: R0 represents the first written replica and R

latest written replica. The freshness margin of a replica R

equal to n-i. A replica is assumed to be «

freshness margin is lower than n/2. The freshness of a data D 

is calculated as below: 

 

operating system (Windows XP 7). We defined different 

number of grid nodes. We replicate arbitrary 10 data into 5 

e fixed the number of 

In order to estimate the load of a node, we define two 

by following the number of nodes 

and transactions. We approximate the famin to (number 

nsider the upload state 

famin+5 as shown in 

ARAMETERS 

# Data= 10, # Version=5, #Transactions=10000 

 3000 5000 10000 

4 2 1 

9 7 6 

In order to study the consistency results, we assume that a 

replica is consistent if its latest version corresponds to the 

latest written value. Thus, the consistency of a data D 

represents the rate of the consistent replicas of the data D. the 

consistency of a data D is calculated as below: 

 of the data « D »

the data « D »
$ 100 

We note that the consistency reduces when the number of 

nodes increases, this is explained by the fact that when there is 

a lot of write operations (in our experimentations we fix it to 

10000 R/W transactions) the updates of replicas becomes 

more difficult and consequently inconsistencies occur. That is 

 

Consistency& Freshness 

Considering a set of replicas of the data « D » = {R0, R1… 

represents the first written replica and Rn the 

latest written replica. The freshness margin of a replica Ri is 

i. A replica is assumed to be « fresh » if its 

freshness margin is lower than n/2. The freshness of a data D 

'(	�)�	���



 number of nodes hosting fresh

number of nodes hosting the

 

In fact, the experimentation results show that the system 

holds fresh replicas. 

Moreover, the average load of the coteries of replicated data 

(see Fig. 8 (a)) is balanced by using our reconfiguration 

strategy with taking care of reducing the communication cost 

between nodes (see Fig. 8 (b)

 

Fig. 8 Load balancing results

V. CONCLUSION

In this paper we presented our 

consistency through a dynamic load balancing strategy.

use of a structured tree (coterie) allows a better logical 

organization of the grid nodes hosting a set of replicas. The 

definition of multiple versions of a replica can serve as many 

grid users as available versions and with a certain degree of 

similarity with the last update of the replicated data.

structure ensures the existence at any time of the latest version 

of the replicated data. This is explained by the fact that the 

root node always has the latest version. Indeed, during a read / 

write operation, the latest version is always propagated to the 

quorum nodes designated for reading / writing. As a quorum is 

fresh replicas of the data « D »

the replicas of the data « D »
$ 100 

In fact, the experimentation results show that the system 

Moreover, the average load of the coteries of replicated data 

s balanced by using our reconfiguration 

strategy with taking care of reducing the communication cost 

)).  

 

(a) 

 

 

(b) 

Load balancing results 

ONCLUSION 

In this paper we presented our contribution of replica 

rough a dynamic load balancing strategy. The 

use of a structured tree (coterie) allows a better logical 

organization of the grid nodes hosting a set of replicas. The 

definition of multiple versions of a replica can serve as many 

versions and with a certain degree of 

similarity with the last update of the replicated data. Quorum 

structure ensures the existence at any time of the latest version 

of the replicated data. This is explained by the fact that the 

latest version. Indeed, during a read / 

write operation, the latest version is always propagated to the 

quorum nodes designated for reading / writing. As a quorum is 
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built from the root to a leaf of the tree, then the root node 

participates in any designed quorum. 

The consistency between replicas is not strong in our work 

in order to serve a maximum of read request. Despite this 

divergence between copies, the freshness of replicas is assured 

in our work. 

Reconfiguration of the coterie provides better load 

balancing to increase access performance. The obtained results 

of our approach reveal that the consistency management of 

replicas is balanced dynamically following the state of each 

node of the coterie.  
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