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Abstract—This study aims to segment objects using the K-means 

algorithm for texture features. Firstly, the algorithm transforms color 
images into gray images. This paper describes a novel technique for 
the extraction of texture features in an image. Then, in a group of 
similar features, objects and backgrounds are differentiated by using 
the K-means algorithm. Finally, this paper proposes a new object 
segmentation algorithm using the morphological technique. The 
experiments described include the segmentation of single and multiple 
objects featured in this paper. The region of an object can be 
accurately segmented out. The results can help to perform image 
retrieval and analyze features of an object, as are shown in this paper. 
 

Keyword—k-mean, multiple objects, segmentation, texture 
features. 

I. INTRODUCTION 
MAGE segmentation techniques play a key role and serve as 
the foundation for various types of image processing. In 

recent years, image segmentation has become an important 
topic in computer graphics: segmentation of an image into basic 
units that have certain meanings. These basic units are then 
further processed. 

Since, for some images, objects and texture features obtained 
by segmentation are required features for image retrieval, 
image segmentation techniques will be very important in the 
future. Image segmentation techniques investigate the ways to 
accurately segment out the needed object. In past research, 
there were two types of texture segmentation: Feature-based 
segmentation and Model-based segmentation. 

Accurately differentiating objects and backgrounds in digital 
images relies on the techniques of object shape segmentation 
[1]–[7]. 

Various image segmentation techniques have been proposed 
in the past. Usually these techniques are classified into two 
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types according to the characteristics of the image’s individual 
pixel value. The first method is called the ‘discontinuous 
method’. It segments an image according to changes in pixel 
value. It distinguishes edges from the rest of the image by 
detecting sudden pixel value changes. Sudden changes appear 
in the borders of an image. Algorithms belonging to this type 
include: gradient method [3], Sobel edge detection [3], Canny 
edge detection [1, 2], Laplacian edge detection [3], and 
Laplacian Gaussian edge detection. The second method divides 
an image into similar regions according to a set of predefined 
rules. Images with prominent texture features, for example, are 
suitable for this type of method, as the texture image can be 
divided into several adequately similar regions according to 
textures. Algorithms of this type include: Threshold Method 
[3], Area Growing [4], Region Splitting and Merging [3] and 
Clustering [3]. 

The feature extraction method used in this study adopts the 
method proposed by Tamura et al. [8] to describe texture 
features. The theoretical basis of this method stems from the 
psychological studies on human vision. Tamura proposes six 
features that correspond to the texture feature properties in 
psychological perspective: coarseness, contrast, directionality, 
linelikeness, regularity, and roughness. Among these, 
coarseness, contrast and directionality are the key determinants 
for image retrieval [9]. Hence, many researchers adopt 
Tamura’s methods for the application of image retrieval. In this 
paper, extracted texture features serve as the feature variable. 
Image textures are segmented through clustering. 

II. TEXTURE FEATURE OF AN IMAGE 
The algorithm in this study pre-processes images in order to 

decrease the number of colors in the image. The feature 
extraction method used in this study incorporates the method 
proposed by Tamura et al. [8] to describe texture features. 

A. Color Space Conversion 
In this paper, the rbCYC  domain is selected as the operation 

space. The RGB value of the pixel ),( yx  is converted into the 

rbCYC  domain through the following formula: 
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The formula ),(),( yxYyxf =  is used to create a grayscale 
image from the original image, as shown in Fig. 2. 

 

 
Fig. 1: Original image 

 
Fig. 2: Grayscale image 

 

B. Texture analysis 
As mentioned above, coarseness, contrast and directionality 

have considerable effects on image analysis. 

a. Coarseness 
Coarseness is the degree of coarseness of the image. In this 

study, the scale 5~1=k  is used to indicate the coarseness of 
each pixel. A smaller value indicates a higher degree of 
coarseness. In other words, when the coarseness of an image is 
small, the image has more coarse textures.  

Coarseness can be calculated through the following 
procedure. First, a block adjacent to the pixel ),( yx  is selected 
and the average pixel value ),( yxAk of the block is calculated 
using the following equation:  
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where 5~1=k  and ),( jyixf ++  is the gray-level value of 

),( jyix ++ . When 1=k , a 22×  block is selected to calculate 
the average pixel value ),(1 yxA  of this block. When 2=k , a 

44×  block is used to calculate the average pixel value ),(2 yxA  
of the block. This operation is applied to calculate 

),(~),( 53 yxAyxA  for .5,4,3=k   

Later, based on each k  value, the average gray-level value 
differences between each pixel and its neighboring pixels (in 
horizontal and vertical directions) can be derived as follows:  
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After the average gray level difference between each pixel 

),( yx  when 5~1=k  in horizontal and vertical directions, 
),(, yxE hk  and ),(, yxE vk

 are derived, the maximum value E  

and the corresponding k  are used to represent the coarseness of 
the pixel ),( yx , denoted as ),( yxFcoarse : 

 
}5,..,2,1, and  ),,({ max),( , === kvhiyxEyxF ikcoarse . (4) 

 

The results are shown in Fig. 3. 

b. Contrast 
Contrast refers to the level of contrast between image colors. 

A larger contrast value indicates higher and more evident 
variations between colors.  

In the calculation of contrast, this study uses a 33×  block 
around each pixel ),( yx  to estimate the contrast level of the 
pixel, as shown below:  
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where ),( yxμ  denotes the mean of each block; ),( yxσ  is the 
standard deviation, and ),( yxη  is the fourth moment about the 
mean. Each can be presented as follows: 
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After the contrast value is normalized, a contrast image can 

be described with 0–255 gray levels, as shown in Fig. 4. In this 
figure, lower contrast has a smaller value and is represented by 
the black color; higher contrast has a larger value and is 
represented by nearly-white colors. 

 

 
Fig. 3: Coarseness image 

 
Fig. 4: Contrast image 

 

c. Directionality 
Directionality can generally describe the degree of 

directional variation of a certain color. A larger value of 
directionality indicates a higher degree of directional variation 
of the color. 

This study uses the gradient magnitude ),( yxΔ  to calculate 
the gradient angle ),( yxθ , as shown in the following equation: 
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where 

xΔ  and 
yΔ  are the edge variation in the horizontal 
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direction and in the vertical direction, respectively. 
With ),( yxΔ  and ),( yxθ , the average gradient angle ),( yxθ  

of the pixel ),( yx  and its neighboring pixels can be calculated. 
A 33×  block is used in this study. The equation is:  
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To calculate directionality, the gradient angle ),( yxθ  of the 

gradient magnitude ),( yxΔ  greater than the threshold θT  is 
adopted. The threshold θT  can be defined by users according 
to different image features. In this study, the threshold value is 
defined as the average gradient magnitude ),( yxΔ  of the entire 
image. Thus, the gradient angle ),( yxθ  for the calculation of 
directionality can be expressed as follows: 
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Finally, the difference between ),( yxθ  and ),( yxθ  is 

calculated and divided by 9 to derive the directionality. The 
directionality ),( yxFdir  of the pixel ),( yx  can be expressed as:  

 

)],(),([
9
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After directionality ),( yxFdir  is normalized, directionality 

can be described with gray levels 0–255 in an image, as shown 
in Fig. 5. The black region indicates smaller color variations, 
while the nearly-white regions indicate larger color variations. 

III. IMAGE SEGMENTATION 
The algorithm segments an image according to similar 

features among pixels. The first step extracts texture features of 
an image. The second step performs the K-means algorithm for 
clustering. Lastly, image segmentation is achieved when the 
grouped regions are further processed by adopting methods 
from morphology. 

A. Multiple Features Classification 
In consideration of the fact that these three features have 

different degrees of influence, the algorithm multiplies feature 
value by a scaling factor in this paper, as shown in the 
following equation: 
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The algorithm then calculates the mean filter of each 

weighted value by using 99×  blocks. The result serves as the 

basis for data grouping. The K-means algorithm is as follows: 
Step 1: Select a value for c . 
Step 2: Select the cluster center. 
Step 3: Determine the features for every pixel (mean feature 

iF ). 
Step 4: Define a similarity measure between the cluster 

center and features (Euclidean Distance). 
Step 5: Calculate the cluster center of the new cluster. 
Step 6: Repeat steps 4 and 5 until the cluster center stops 

changing. 
The algorithm divides the coarseness, contrast and 

directionality of each pixel into two groups (0 or 1) by using the 
K-means algorithms expressed in this paper. The result is then 
processed by using the method of erosion in morphology. The 
processed image is shown in Fig. 6. 

 

 
Fig. 5: Directionality image 

 

 
Fig. 6: Result after K-means  

clustering 
 

B. Object Segmentation 
The image has been segmented using the K-means 

algorithm. The clustering can be improved by assuming that 
neighboring pixels have a high probability of falling into the 
same cluster. In image segmentation application, the 
observations are based on the pixels in the image plane. 
Therefore, after K-means segmentation, the image is 
segmented into K non-continuous regions. The K-means 
segmentation algorithm is as follows: 

Step 1: Select a value for K. 
Step 2: Apply the K-means Algorithm. 
Step 3: Apply the Connected Components Algorithm. 
Step 4: Merge any components of size less than a given 

threshold to an adjacent component. 
Step 5: Segmentation of the object and the background. 

IV. EXPERIMENTAL RESULTS 
The experiment uses the result of K-means clustering in this 

paper. First, the resulting image (Fig. 6) is complemented and a 
new image obtained, as shown in Fig. 7(a). Then the area size 
of every closed region is calculated, as shown in Fig. 7(b). The 
objects which are smaller in size than the threshold value (in 
this case, AT = 5151×  pixel) are removed, as shown in Fig. 7(c). 
Finally, the contours of every object are treated as edges and 
segmented. The result is shown in Fig. 7(d). 
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(a) Image for K-means 

algorithm (b) Image of object boundary 

  
(c) Object contour (d) Image object segmentation 

Fig. 7: Image segmentation by step 
 
The next experiment is on an image of a leopard running 

across a field, as shown in Fig. 8(a). The algorithm segments 
the leopard out from the image. The result is shown in Fig. 8(a). 
Although the edges are not prominent, due to the fast 
movement of the leopard, this experiment indicates that the 
algorithm is able to accurately segment out the animal. 

 
 (a) (b) 

Original image 

  

Object contour 

  

Image object 
segmentation 

  
Fig. 8: Image segmentation for single and multiple objects 

 
Finally, this paper proceeds to the multiple object 

segmentation experiment. The original image is shown in Fig. 
8(b). The result is also shown in Fig. 8(b). The experiment 
indicates that the algorithm is able to separate the animal from 
the background even when the edges of the animal are blurred 
due to uneven textures and shadows. 

V. CONCLUSIONS 
The algorithm extract texture features of an image and 

regions with similar texture features are grouped together to 
obtain the shape of the object for the purpose of segmentation. 

The experiment’s results indicate that the algorithm is able to 
accurately segment out the regions belonging to the object in an 
image under various inferior conditions. Such conditions 
include: the case where the edges of even textured objects are 

not prominent due to fast movement, the case where 
background color and object color are similar and difficult to 
distinguish, and the case where the edges of objects are blurry 
due to shadows. 

In addition to accurately and completely segmenting out an 
object, the algorithm in this paper records the texture features 
of this object. In the future, the properties of that object can be 
analyzed by an analysis of its texture features. 
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