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Abstract—In this study, we have proposed a gesture to emotion 

recognition method using flex sensors mounted on 
metacarpophalangeal joints. The flex sensors are fixed in a wearable 
glove. The data from the glove are sent to PC using Wi-Fi. Four 
gestures: finger pointing, thumbs up, fist open and fist close are 
performed by five subjects. Each gesture is categorized into sad, 
happy, and excited class based on the velocity and acceleration of the 
hand gesture. Seventeen inspectors observed the emotions and hand 
gestures of the five subjects. The emotional state based on the 
investigators assessment and acquired movement speed data is 
compared. Overall, we achieved 77% accurate results. Therefore, the 
proposed design can be used for emotional state detection 
applications. 
 

Keywords—Emotion identification, emotion models, gesture 
recognition, user perception. 

I. INTRODUCTION 

HE integration of artificial intelligence (AI) in machines 
has created a better life style for humans. With the 

advancement in AI, the machines are being equipped with 
capabilities comparable to humans. An important step towards 
development of intelligent machines is to create a natural 
environment for interaction with humans. Emotion recognition 
is a key factor in developing an interaction between a human 
and a machine [1].  

Our everyday behaviors are filled with expressions of our 
emotions that vary from facial to our body gestures. 
Sometimes a better understanding can be established by non-
verbal cues instead of natural communication between persons 
[2]. However, a normal conversation between two individuals 
may not have a standard way of gesture expression, and the 
gestures can be perceived differently by different individuals 
[3]. Therefore, recognition of different emotions generated by 
a person can be a tedious job for a machine (especially without 
the use of AI). 

In the domain of human computer interaction, there has 
been more focus on recognition of emotions through facial 
expressions, but the use of gestures for the identification of 
emotions remains relatively unexplored. Gestures are 
generally classified into three categories: adaptors, emblems, 
and illustrators [4]. The combined use of verbal language and 
hand gestures are categorized as illustrators. Adaptors are 
movements that a person involuntarily performs in reaction to 
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nervousness or anxiety. Adapters can be described as 
fidgeting. Emblems are the hand gestures that have a specified 
meaning. Normally, humans rely more on facial expressions to 
obtain information about a person’s emotions [5]. 
Consequently, there have been attempts to create robots 
capable of displaying facial emotions [6]. However, there is 
sufficient evidence that our posture and gestures do represent 
emotions correctly [7]. In order to completely understand an 
emotion, both the gesture and the motor expression are equally 
important [8]. 

Significant work has been done on hand gesture recognition 
considering its importance in human computer interaction. 
One approach makes use of electromyography in combination 
with motion detection sensors to predict gestures, while other 
approaches focuses on the development of algorithms to 
enhance the accuracy of gesture recognition [9]-[13]. Some 
studies have also used flex sensors for gesture recognition 
[14]. However, the literature lacks a conclusive work that is 
able to recognize and predict emotions simultaneously. 

Flex sensor data provide sufficient information to classify 
gestures. However, translating these gestures into emotions is 
the current research issue. The speed of a movement has a 
profound effect on how it is perceived. Research shows 
velocity [15], acceleration, and jerk [16] to be reliable 
parameters for identifying emotions through motion 
kinematics. Both these parameters have been used to model 
machine emotions for an IGUS robotic arm [17]. 

Some emotions are universal, and all people experience 
them irrespective of their region or culture. In order develop a 
relationship between gestures and their corresponding 
emotions, various psychological models were investigated, 
and five were selected for being widely agreed upon [1]. 
These were: (1) Discrete emotional model (Paul Ekman’s 
model) (2) Dimensional emotional model 2D (Russell’s 
circumflex model of affect), (3) Dimensional emotional model 
3D (PAD models), (4) 2D model (PANAS model), and (5) 3D 
model (Plutchik’s model of emotions). Upon selecting the 
models, three of the most prominent emotions were identified 
namely, sadness, happiness, and excitement.  

In this study, we have developed a novel method to 
recognize and predict emotions using flex sensors based 
wearable glove. First the hand gestures are recognized through 
the flex sensors attached on the glove. The gestures are 
translated into emotions based on the velocity and acceleration 
information of the hand motion. Three emotions (excited, 
happy and sad) are recognized based on four hand gestures 
(thumbs up, pointing finger, open fist and closed fist). Two 
different experiments are conducted on five healthy subjects to 
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compute the accuracy of the system. Overall, 77% accurate 
results are obtained. Our proposed design is suitable for both 

mute persons and children with autism spectrum disorder. 

 

 

Fig. 1 System block diagram 
 

II. MATERIALS AND METHODS 

A. System Architecture 

In this study, our first step is to design a setup that can 
acquire muscle movement data from the user’s hand and it can 
send the information about the detected gesture to a processing 
unit. The same can be done using image processing 
techniques, but in order to reduce the cost of the system we 
have only relied on flex sensors data [18]. The overall 
architecture of the system is shown in Fig. 1. 

The two main components of the design shown in Fig. 2 
are: 
a) A glove with embedded flex sensors. 
b) myRIO by National Instruments as processing unit. 

The flex sensors mounted on the glove were positioned over 
the metacarpo-phalangeal (MCP) joints. The five sensors were 
connected in a series configuration supplied by a +5V pin 
from a myRIO forming a voltage divider network. The output 
of each sensor was fed to the myRIO via five analog input 
pins. Fig. 2 shows the connection diagram for the sensors and 
the respective myRIO inputs to which they were connected. 

B. Hardware-Software Integration 

A myRIO was connected to the target PC using Wi-Fi. The 
program was built on LabVIEW™ 2015. The data were read 
every 20 milliseconds or at the rate of 50 Hz. It was plotted in 
real time and a stop button was placed to stop the recording in 
the GUI. Fig. 3 shows the LabVIEW™ interface designed for 

gesture recognition. 
 

 

Fig. 2 Gesture digitization glove assembly 
 
All the five sensors were clustered together to calculate the 

parameters of velocity and acceleration to estimate the 
gestures. The data were plotted in real-time to identify the 
emotions. A look-up table was implemented that can classify 
the gestures on the basis of bending angle by measuring the 
voltage change at the individual sensors placed on the MCP 
joints. Four LEDs were placed on the GUI that light up 
corresponding to the gesture performed. 
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C. Choosing Gestures 

Human anatomy and motion are quite complex. The 
communication through our body language varies widely in 
context of regions and cultures. However, there are a few 
gestures that have a universally accepted meaning. Keeping 
this in view, four gestures were chosen for this study: thumbs-
up, pointing finger, open fist, and closed fist. 

D. Subjects 

We recruited five healthy subjects for the experiment. The 
average age of the subjects was 25± 2.5 years. All subjects 
gave a written consent prior to the start of the experiment. The 
experiment was conducted in accordance with the latest 
declaration of Helsinki. 

E. Experiment 

According to the literature, velocity and acceleration are 
reliable parameters for identification of emotions through 
gestures [11], [12]. An experiment was set up to verify the 
claims. A total of 17 volunteers were chosen to inspect the 
gestures performed by the subjects.  

The volunteers were given a questionnaire based on the five 
chosen psychological models of emotions. Each of the four 
gestures was performed in front of the volunteers with varying 
the speed of hand movement in order to validate their 
relevance to a specific emotion. Every gesture was performed 
within a 10 second window. The high movement (H) speed 
corresponds to excited state, medium movement (M) 
represents Happy state, whereas slow (L) movement was 
indicator of sadness.  

The inspectors guessed the emotion as per the performed 
action for each model. The results in Table I show the number 
of people that correctly perceived the emotion as was 
intended. For this part of the experiment, the performance 
speed was varied from low-to-high for two gestures of 
“thumbs-up” and “finger pointing”. Table II shows the results 
for the gestures “closed fist” and “open fist” when the speed of 
the gestures was varied randomly. 

 
TABLE I 

PERCEIVED EMOTIONS WHEN GESTURE INTENSITY IS VARIED IN ASCENDING 

ORDER 

Model 
Expected 
Emotion  

Gestures 
Thumbs-up Pointing Finger 
Correct Perceptions (out of 17) 

Model 1 
Sad (L) 16 15 

Happy (M) 10 13 
Excited (H) 12 16 

Model 2 
Sad (L) 16 16 

Happy (M) 13 13 
Excited (H) 16 14 

Model 3 
Sad (L) 12 14 

Happy (M) 14 17 
Excited (H) 15 15 

Model 4 
Sad (L) 14 16 

Happy (M) 13 14 
Excited (H) 14 14 

Model 5 
Sad (L) 14 15 

Happy (M) 14 11 
Excited (H) 11 15 

 
 

TABLE II 
PERCEIVED EMOTIONS WHEN GESTURE INTENSITY IS VARIED RANDOMLY 

Model 
Intended 
Emotion 

Gestures 
Fist Closed Fist Open 

Correct Perceptions (out of 17) 

Model 1 
Sad (L) 11 14 

Happy (M) 9 14 
Excited (H) 16 16 

Model 2 
Sad (L) 12 12 

Happy (M) 9 12 
Excited (H) 15 14 

Model 3 
Sad (L) 9 12 

Happy (M) 14 11 
Excited (H) 16 12 

Model 4 
Sad (L) 13 12 

Happy (M) 11 12 
Excited (H) 13 14 

Model 5 
Sad (L) 10 10 

Happy (M) 10 11 
Excited (H) 13 11 

III. RESULTS AND DISCUSSION 

As the experiment was performed, the corresponding hand 
gestures were plotted along with their velocity and 
acceleration of performance. The results showed a positive 
relation between the chosen parameters and the anticipated 
emotions. Low velocity and acceleration values were recorded 
for gestures perceived as sad and the values increased for 
happy gestures and went even higher for excited gestures. Fig. 
3 shows the data recorded for three different gestures for three 
different perceived emotions.  

The performance of gestures was varied as inspectors 
identified the emotion they perceived. The accuracy of the 
identified emotions was found using the relation: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦  

 
100     (1) 

 
For the case of sequential inputs, the average accuracy was 

82%, whereas, for the random input our obtained results 
showed 72% accurate results. The accuracy decreased for the 
random case as the subject was unaware of the cue given. A 
verbal cue was given for this case and the subject hand 
movement speed was influenced due to the random stimuli 
therefore the performance was influenced. 

The novelty of this work is that this is the first haptic device 
that is able to translate hand gesture into emotions. This device 
may be useful for the persons who cannot speak to 
communicate their emotions. Also, in case of autistic children, 
this device can further be enhanced to interpret the posture and 
gesture to express their emotions.  

Another advantage of this work is that this is a low-cost 
device. Previous literature has used a camera to identify the 
human gestures [19]. In this case, a camera needs to be carried 
around in the real world to communicate a person’s emotions, 
whereas, in our case a glove can be worn any time by a patient 
who needs to express his/her thoughts. 

The current disadvantage of this work is that a bulky system 
is required to convert the gestures into emotions. Since the 
data are sent on a PC for conversion into emotions, the device 
may not be fully portable. However, this drawback can be 
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improved with the used microcontrollers, etc.  
 

 

Fig. 3 (a) Velocity and acceleration plot for fist closed gesture when the 
perceived emotion is sad 

 

 

Fig. 3 (b) Velocity and acceleration plot for finger pointing gesture when the 
perceived emotion is happy 

 

 

Fig. 3 (c) Velocity and acceleration plot for thumbs-up gesture when the 
perceived emotion is excited 

 
Gesture recognition systems are now becoming important to 

human interaction with machines. There are various 
applications of such systems in assistive technologies [19]. As 
intelligent systems can further be enhanced, they need to be 
able to communicate with humans with natural ease. Thus, we 
need machines that are not only capable of reading human 
emotions but also of expressing emotions themselves. The 
wearable device presented here can find its applications in 
robot assisted therapy for children with autism spectrum 
disorder [20]. Creating a robot with an expressive face is 

certainly possible, but it incurs exorbitant costs [21]. The 
purpose here is to explore the possibility of a robotic system 
that does not require anthromorphic features to be able to 
communicate more naturally with humans. Further research on 
this issue can lead to better outcomes. 

IV. CONCLUSION 

In this study, a novel glove that can translate hand gestures 
into emotions was developed. The gesture was converted into 
emotions based on hand movement speeds. The gestures 
perceived as excited were measured using the highest for 
velocity and acceleration while happy gestures measure 
slightly lower. The gestures perceived as sad were found to 
have the lowest velocity and acceleration values. Four types of 
hand gestures were associated to three types of emotions. The 
experiment conducted on five subjects showed 77% accurate 
results.  
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