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Full-genomic network inference for non-model
organisms: A case study for the fungal pathogen
Candida albicans
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Abstract—Reverse engineering of full-genomic interaction net-
works based on compendia of expression data has been successfully
applied for a number of model organisms. This study adapts these
approaches for an important non-model organism: The major human
fungal pathogen Candida albicans. During the infection process,
the pathogen can adapt to a wide range of environmental niches
and reversibly changes its growth form. Given the importance of
these processes, it is important to know how they are regulated.
This study presents a reverse engineering strategy able to infer full-
genomic interaction networks for C. albicans based on a linear
regression, utilizing the sparseness criterion (LASSO). To overcome
the limited amount of expression data and small number of known
interactions, we utilize different prior-knowledge sources guiding
the network inference to a knowledge driven solution. Since, no
database of known interactions for C. albicans exists, we use a text-
mining system which utilizes full-text research papers to identify
known regulatory interactions. By comparing with these known
regulatory interactions, we find an optimal value for global modelling
parameters weighting the influence of the sparseness criterion and
the prior-knowledge. Furthermore, we show that soft integration of
prior-knowledge additionally improves the performance. Finally, we
compare the performance of our approach to state of the art network
inference approaches.
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[. INTRODUCTION

HE esearch community has successfully predicted full-

genomic interaction networks of model organisms, such
as Escherichia coli [1]. From a methodological point of view,
the various full-genomic network inference methods can be
divided into approaches based on (partial) correlation [2],
information theory [1], [3], [4], and linear regression [5].
The integration of prior-knowledge based on additional data
sources to gene expression data significantly improves the
reverse engineering approach [6]-[8].

Understanding the interaction networks of human
pathogenic microorganisms is important for the identification
of drug targets and design of medical treatment. So far, only
small scale models for pathogenic bacteria [9] or fungi [8],
[10], [11] have been suggested. While for model organisms
large databases with known interactions exist [12] and a large

J. Linde, R. Altwasser, and R. Guthke are with the Research Group Systems
Biology / Bioinformatics at the Leibniz Institute for Natural Product Research
and Infection Biology - Hans Kndll Institute (HKI), D-07745 Jena, Germany,
Email: joerg.linde @hki-jena.de, www.sysbio.hki-jena.de/

Ekaterina Buyko and Udo Hahn are with the Jena University Language and
Information Engineering (JULIE) Lab at the Friedrich-Schiller-University D-
07743 Jena, Germany, www.julielab.de/

amount of expression data is available [13], for C. albicans
less expression data is available and only a few interactions
are known(but not collected in a data base).

During the last decades, the morbility and mortality rates
due to C. albicans infections have been increasing, making
this organisms one of the most important human fungal
pathogens [14]. The infection process is characterized by
a change from a harmless commensal to an aggressive
pathogen, phenotipic growth form switches, and adaptations
to changing environmental parameters (pH, temperature,
nutrient availability...) [15]. All these processes lead to
dramatic changes in gene expression patterns [15], [16].
Unrevealing the underlying interaction network will improve
our understanding on how the pathogen is able to start and
maintain infection. Since there are only a few regulatory
interactions known, it is important to use computer based
models to predict gene interactions in C. albicans . During
the last decades many C. albicans researchers have performed
gene expression studies and a large amount data has become
publicly available [13], facilitating the inference of full-
genomic network models.

Presently, human professionals called “biocurators” create
and maintain gold-standard databases of scientific knowledge
from molecular biology. The curation task is known to be an
extremely time-consuming and manual process. As Baumgart-
ner et al [17] have shown, the exponential growth rate of publi-
cations already outpaces human capabilities to keep track with
the speed of publication of documents relevant for database
curation. Hence, the current state of the art of database curation
requires a profound change of methodologies for accessing
and structuring information from the biomedical literature.
Hahn et al [18] promote applications of automatic text min-
ing procedures that would render a reasonable support since
considerable progress has been made during the past years
in this field. Indeed, the automatic harvesting of information
from biomedical literature has caught high attention in recent
years, and is witnessed by various challenges such as BIOCRE-
ATIVE(Critical Assessment of Information Extraction systems
in Biology) [19] and the BIONLP SHARED TASK ON EVENT
EXTRACTION [20] series. The success of text mining tools for
automatic database synthesis has already been demonstrated
for the REGULONDB [12], world’s largest manually curated
reference database for the transcriptional regulation network
of E. Coli (e.g., [21], [22]).

This study reverse engineers full-genomic gene interaction
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networks of C. albicans . In order to monitor the expression
of the fungal genes over a large number of conditions, we
collected a compendium of micro-array data. To support the
inference approach, we compiled a number of additional
data sets proposing potential interactions (prior-knowledge).
Finally, we apply a reverse engineering strategy based on linear
regression, which softly integrates this prior-knowledge. In
order to evaluate the performance of our network inference
approach, we use a text-mining algorithm together with full-
text research papers to compile a list of known interactions in
C. albicans (“gold-standard”).

II. DATA AND METHODS
Expression data

We collected expression data for the C. albicans strain
SC5314 from the Gene Expression Omnibus Database [13].
In cases of internal replicates on one array (replicated spots),
we calculated the median of those replicates. The collected
compendium of expression data consists of 6269 genes whose
expression was monitored under 491 conditions. The com-
pendium contains 19.5% missing values. We imputed those
missing values following a similar approach as Albrecht et al
[23]. First, we removed 504 genes, and 9 experiments, which
had more than 50% missing values. Then, we tested seven
imputation methods: from the R package impute [24]) : K-
nearest-neighbour; and all six methods from the R package
pcaMethods [25]. The K-nearest-neighbour method turned out
to perform best (data not shown) and was chosen to impute
missing values on the original gene expression data set.

Prior-knowledge

This study compiles three different prior-knowledge sources
for the prediction of gene interactions, softly integrates them
during the network inference and evaluates the performance of
the network inference based on these sources. For source 1-3,
we translated each interaction from Saccharomyces cerevisiae,
where both interaction partners have orthologs, into a putative
interaction in C. albicans , using the orthologe definition of
the CGDB [26].

Source 1 PPI: Protein-protein interactions (PPI) for S.
cerevisiae downloaded from the MPACT section of the CYGD
database [27].

Source 2 BIND: The Biomolecular Interaction Network
Database (BIND) [28] includes interactions which are either
individually submitted, based on PDB or on large scale inter-
action experiments.

Source 3 TRANS: This source utilizes a network of
transcriptional relations of S. cerevisiae [29].

Source 4 FAC: This source uses known physical transcrip-
tion factor - target gene interactions from the TRANSFAC
database [30]. After downloading all fungal interactions, we
blasted the protein sequences of the transcription factors and
their targets against the C. albicans proteome. We defined best
BLAST hits with a sequence similarity larger than 25% and
an E-value smaller than 0.001 as orthologs.

Table I compares the prior-knowledge sources with each
other and the gold-standard (see Gold-Standard). All sources

TABLE I: Comparison of the different prior-knowledge
sources.

PPI  BIND TRANS FAC

#(genes) 2290 6333 1502 226
#(goldgenes

N prior-knowledge genes) 281 266 208 92

#(interactions) 6674 2288 2689 249
#(interactions

between goldgenes) 341 266 232 57

#(interactions between goldgenes
M prior-knowledge interactions) 47 40 15 14

differ in the number of genes and interactions. TRANS and
FAC consist of few interactions which are mainly not involved
in the gold-standard. Reasons for this might be that tran-
scriptional interactions are hardly mentioned in the literature,
the text-mining algorithm has problems in identifying these
interactions, C. albicans has a very different transcriptional
regulatory network than other fungi. On the other hand, there
are more PPI interactions and this prior-knowledge source has
the most interactions in common with the gold-standard. Since
the BIND database includes results from a number of large
scale experiments, it predicts by far the most interactions.

III. AUTOMATICALLY GENERATED GOLD-STANDARD

In order to automatically generate a gold-standard, we chose
the information extraction approach of [31] to automatically
extract gene regulation relations from biological documents.
It is based on JREX, a high-performance machine-learning-
based relation extraction system, which scored on second
rank in the BIONLP SHARED TASK ON EVENT EXTRACTION
[20]. Furthermore, JREX has already been successfully ap-
plied for the reconstruction of the REGULONDB [12] [22].
Generally speaking, the JREX system classifies pairs of genes
in sentences as inferaction pairs using various syntactic and
semantic information (cf. [32] for a deeper account). In this
work, we applied the JREX system for the extraction of gene
expression regulation relations on a full-text article collection
(5996 freely available C. albicans research papers). JREX
extracted from the collected document set 971 interactions
between 500 genes which are included in the gene expression
compendium (called goldgenes hereafter). This list was used
as gold-standard in order to compare the performance be-
tween different network inference approaches, different prior-
knowledge sets and modelling parameter settings.

Network Inference

This study uses a system of linear equations to model
the interactions between genes of C. albicans based on gene
expression data x;(k) under the experimental condition k.
For all conditions k = [1...M], the expression of gene i
is modelled as the weighted sum of the expressions of the
other genes:

N
di(k) = Biju;(k) M

]#1’
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where N is the number of genes. j; ; is the coefficient
(weight), describing the influence of gene j on the expres-
sion of gene 7. The estimated coefficients 3; ; describe the
interactions between the genes: Positive coefficients describe
an activation, negative describe an inhibition, zero coefficients
describe no interaction. The absolute value of the coefficient
describes the strength of the interaction. These interactions
may be direct physical protein-gene interactions, or have a
more conceptual meaning (for example if there is a pathway
or signal cascade between two interactors).

The basic task when inferring interaction networks is to use
the expression data in order to define the coefficients of the
model, so that the modelled expression data &;(k) fits well
to the measured expression data x;(k). However, the equation
system 1is strongly underestimated. The number of genes is
larger than the number of measured conditions. Therefore,
we apply the biological constraint of sparseness. Utilizing
sparseness, means minimizing the the number of non-zero
model parameters.

In an attempt to combine model selection and keep the
number of edges (non-zero parameters) small, Tibshirani et
al. [33] developed the Least absolute shrinkage and selection
operator (LASSO) algorithm. This algorithm infers the inter-
action matrix B = {3, ;} which is filled with a maximum
number of zeros, while the linear model is still able to adapt
to the measured expression values.

This leads to the least squares criterion with a limit:

R M N N
B = argEI;nin(Z Z(iﬂz(k) - Z 52‘,]‘@(16))2
k=1i=1 J=1,
N N
A DB @
i=1 j=1,
J#l

where A is a parameter modelling the influence of the
sparseness criterion. The more A increases the more influence
does the L; penalty get and the coefficients shrink to zero.

In order to further increase the perfromance quality, Zou
presented the adaptive LASSO [34], facilitating the possibility
of using prior-knowledge during the inference process.

In this study, we applied one global value w for all interac-
tions predicted by one prior-knowledge source.

B= argénin(z Z(Iz(k) - Z Bij5(k))?
k=1 1i=1 j=1

J#i

N N
FAY D whi 1B ) B

=1 J=1,
JF#i

If an edge from gene ¢ to gene j is predicted by the prior-
knowledge then ¢; ; = 1, otherwise d; ; = 0.

The Least Angle Regression by Efron et al. [35] effectively
implements the LASSO. To compute the network inference,
we used the R package lars [36] and adapted the functions
“lars” and “cv.]ars” according to the changes of Zou [34] to
use adaptive LASSO.
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Fig. 1: Optimising the network size for BIND prior-
knowledge.
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Fig. 2: Optimising the influence of the prior-knowledge for
BIND prior-knowlede.

The computation of the coefficients for a gene is time
consuming, but at the same time independent from the com-
putation of other genes, since the linear equation system is
uncoupled. This offers the poissibility to speed up the com-
putation time of the algorithm by using parallel computing.
In order to perform parallel computing, we distributed the
calculation for all 3, . to different CPUs working in parallel.

RESULTS AND DISCUSSION

Model Parameters: The proposed modelling approach con-
tains two global modelling parameters: w and A. Since each
inference takes long computation time, we worked on a test
gene expression data consisting only of the goldgenes (see
table I).

The parameter A determines the influence of the shrinkage
factor in 3 and thus correspondents with the predicted network
size (number of edges). We sampled A values corresponding
to network sizes of 1 — 10 % of a fully connected network.
We performed 10 fold cross-validation and calculated the
residual sum of squares (RSS, see first term in equation 2
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TABLE II: Performance comparison. The table shows different quality meassures for different network inference methods in

combination with prior-knowledge sources.

| LASSO PPI BIND TRANS FAC

CLR ARACNE MR

#(Interactions) | 748042 749069 749735 749379 748219
FPR 0.00669  0.0067 0.0067 0.0067  0.00669
Precision 0.00005  0.00007  0.00007  0.00007  0.00004
Recall 0.03605  0.05252  0.05252  0.05046  0.03605
F-Measure 0.00009  0.00014  0.00014  0.00013  0.00009
AUC(ROC) 0.513 0.5127 0.502 0.51908  0.5004

and 3) for all sampled A\ values. Figure 1 visualizes the
mean RSS, its standard deviation (SD), as well as the F-
Measure (see performance evaluation) for different network
sizes. After reaching a minimum, the mean RSS is growing
with a larger network size, which indicates over-fitting. On
the other hand, the F-Measure is going down after reaching a
maximum indicating a worse performance quality. Following
the experience of Hecker et al [6], we chose A in that way to
select the most parsimonious model within 1 SD of the mean
RSS minimum. As figure 1) visualizes this choice (marked
with a cross) corresponds to good performance values. We
achieved very similar results using different prior-knowledges
sources.

For the optimal choice of w, we tested different values in
[0.1,0.9]. As figure 2 indicates we achieved best results when
choosing a value of 0.1. This result is independent of the
choice of the network size and the prior-knowledge source.

A. Performance evaluation

We calculated eight full-genomic networks. One is based on
LASSO without prior-knowledge, four on adaptive LASSO
integrating different prior-knowledge sources (see Table I )
and three networks which apply inference based on mu-
tual information: context likelihood of relatedness (CLR)
[1], Algorithm for the Reconstruction of Accurate Cellular
Networks (ARACNE) [3], and Mutual information relevance
networks (MR) [4]. In order to evaluate the quality of the
different predicted networks we compared the results to the
mined gold-standard and calculated a number of performance
measurements: false positive rate (FPR), precision, recall, F-
Measure and area under the receiver-operating characteristics
curve (AUC(ROC), calculated following Stolovitzky et al
[37]). Table II summarizes quality measures for the full-
genomic networks. There are large differences in the num-
ber of interactions. While CLR and MR predict very large
networks, LASSO is more sparse and ARACNE predicts
a very small network. While large networks have a high
recall value, their precision value is rather small. Contrary,
small networks have a higher precision but smaller recall. F-
measure and AUC(ROC) combine precision and recall. Using
the AUC(ROC) as criterion the large network predicted by
MR performs best, followed by networks based on LASSO.
Our network inference approach uses a very small cutoff for
the network size, so that the majority of predicted interactions
for the AUC(ROC) are based on random samples. Contrary,
MR predicts a large number of interactions, so that only a few
interactions are based on random sampling when calculating
the AUC(ROC). The F-Measure on the other hand, favours

15686064 39986 15329450
0.23405 0.00035 0.22514
0.00003 0.00045 0.00003
0.46289 0.01856 0.46082
0.00006 0.00087 0.00006
0.50816 0.47814 0.52258

small networks, giving ARACNE the best value. Networks
inferred using LASSO perform worse than ARACNE, but
better than MR and CLR. Furthermore, the F-measure indi-
cates an improvement of prediction quality when integrating
prior-knowledge during the network inference. Best results are
achieved when using BIND and PPI as prior-knowledge. In
general, it seems that the performance strongly depends on the
predicted number of interactions. This might be explained by a
relatively small gold-standard. In future, larger gold-standards
might help to improve performance evaluation.

IV. CONCLUSION

In this study, we predict the first full-genomic interactions
network for a human fungal pathogen. The proposed modelling
strategy is based on linear regression and softly integrates dif-
ferent prior-knowledge sources. Since, no database of known
interactions for C. albicans exists, we use a text-mining system
which utilizes full-text research papers to identify known
regulatory interactions, making this the first study which
combines network inference with text-mining. Using this list
to compare the performance quality, we can identify optimal
values for the modelling parameters determining the influence
of the sparseness criterion and the prior-knowledge during the
network inference. Finally, we show that the integration of
prior-knowledge improves the inference approach. The influ-
ence of the prior-knowledge on the performance needs to be
studied in more detail. Especially, the combination of different
prior-knowledge sources will be in the focus of future studies.
The combination of text-mining with network inference may
be a future working frame for the prediction of interaction
networks for non-model organisms. This may especially help
to identify central (hub) genes in networks of pathogenic
microorganisms, which are important drug targets. Together
with the ever growing number of available expression data for
C. albicans and the growing amount of known interactions,
researchers will be able to improve the network inference
results, thus making C. albicans to a model organisms for
fungal infections.
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