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Abstract—This paper presents a new feature based dense stereo 

matching algorithm to obtain the dense disparity map via dynamic 
programming. After extraction of some proper features, we use some 
matching constraints such as epipolar line, disparity limit, ordering 
and limit of directional derivative of disparity as well. Also, a coarse-
to-fine multiresolution strategy is used to decrease the search space 
and therefore increase the accuracy and processing speed. The 
proposed method links the detected feature points into the chains and 
compares some of the feature points from different chains, to 
increase the matching speed. We also employ color stereo matching 
to increase the accuracy of the algorithm. Then after feature 
matching, we use the dynamic programming to obtain the dense 
disparity map. It differs from the classical DP methods in the stereo 
vision, since it employs sparse disparity map obtained from the 
feature based matching stage. The DP is also performed further on a 
scan line, between any matched two feature points on that scan line. 
Thus our algorithm is truly an optimization method. Our algorithm 
offers a good trade off in terms of accuracy and computational 
efficiency. Regarding the results of our experiments, the proposed 
algorithm increases the accuracy from 20 to 70%, and reduces the 
running time of the algorithm almost 70%. 
 

Keywords—Chain Correspondence, Color Stereo Matching, 
Dynamic Programming, Epipolar Line, Stereo Vision.  

I. INTRODUCTION 
ENSE disparity estimation from stereo images has 
traditionally been, and continues to be, one of the most 

active research topics in the field of computer vision [1]–[4]. 
Correspondence is an essential problem in dense stereo 
matching. The correspondence is to determine which item in 
the left image corresponds to which item in the right image. In 
dense disparity computation, correspondence should be solved 
for each point in the stereo images. 

Many applications require dense measurements, and 
measurement interpolation is a difficult problem itself. The 
motivation behind the dense stereo methods is that all, or 
almost all, image pixels can be matched. To compute reliable 
dense depth maps, a stereo algorithm must preserve depth 
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discontinuities and avoid gross errors. 
Traditional dense matching algorithms fall into two 

categories: the first approach is based on a local method; the 
second one is based on a global optimization. Employed in 
this study, the former compares intensity similarity of pixels 
within a window between a pair of images to decide whether 
the centre points of the windows are a pair of corresponding 
points. 

Two main problems in dense stereo are lack of texture and 
occlusion in the image. We propose a color dynamic 
programming based algorithm that handles these two 
problems. Experiment results show that the algorithm 
compares favorably with other state of the art stereo 
algorithms.  

The proposed algorithm has got three stages: feature 
extraction, feature matching, and dynamic programming [5]–
[9]. In the feature matching stage, we use edge based stereo 
techniques [10]–[13]. In this paper, we use the concept of the 
matching feature chains to decrease both the computing time 
and matching error. In order to make the stereo matching 
algorithm run efficiently, only some of the features from each 
chain are tested. We use the MSE (Mean Square Error) in 3×3 
windows as the cost function. 

In this study, correspondence for a feature point in the first 
image is obtained by searching a predefined region of the 
second image, based on the epipolar line and disparity range 
constraints. Traditionally, the hierarchical multiresolution 
techniques using Haar wavelet transform are used to decrease 
the search space and therefore increase the processing speed 
[14]. In this method, information obtained at a coarse scale is 
used to guide and limit the search for the matching of finer 
scale primitives or feature points. Therefore, it increases the 
matching speed. 

Color information could improve the identification of 
binocular disparities to recover the original three-dimensional 
scene from two-dimensional images. The color makes the 
matching less sensitive to occlusion considering the fact that 
occlusion most often causes color discontinuities. So, in this 
study we use color stereo images too.  

Finally, a dense disparity map is obtained from 
implementing our algorithm using dynamic programming. The 
methodology differs considerably from the existing dynamic 
programming formulation of stereo e.g. [5], [6], and [15], in 
the way it is performed on points between two subsequent 
edge points which disparity is obtained for in the previous 
stages. 

Feature Based Dense Stereo Matching using 
Dynamic Programming and Color 
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This paper is arranged as follow: we begin in Section II by 
explaining the stereo matching algorithms, and then in 
Sections III and IV, we show the effect of the color and 
chaining on the matching algorithms. In Section V, we 
illustrate the used dynamic programming algorithm. The main 
algorithm is included in Section VI. In Section VII we present 
our experimental results. Conclusions are in Section VIII. 

II. STEREO MATCHING  

A. The Stereo Matching Algorithms 
Most algorithms which used to solve the matching problem 

can be categorized as either feature based techniques, area 
based techniques [16]–[18], or pixel based techniques. Feature 
based stereo is defined as algorithms which perform stereo 
matching with high level parameterization called image 
features, these algorithms can be classified by the type of 
features used in the matching process. In the feature extraction 
stage, specific feature points such as edges, corners, centroids, 
and textured areas would be extracted from the left and right 
images. 

In the area based techniques usually a dense disparity map 
would be produced. According to [1], stereo algorithms that 
generate dense depth measurements can be roughly divided 
into two classes, namely global and local algorithms. Global 
algorithms [19], rely on the iterative schemes that carry out 
disparity assignments on the basis of the minimization of a 
global cost function. These algorithms yield accurate and 
dense disparity measurements but exhibit a very high 
computational cost that renders them not suitable for real time 
applications. Local algorithms [20]-[23], also referred to as 
area based algorithms, calculate the disparity at each pixel on 
the basis of the photometric properties of the neighboring 
pixels. In these techniques, the elements to be matched are 
image windows of fixed or variable sizes, and similarity 
criterion can be the correlation between the windows in two 
images. These algorithms can run fast enough to be deployed 
in many real time applications. Area based stereo matching, 
compared to the feature based one, delivers more accurate 
results.  

In pixel based techniques, each pixel in each epipolar line 
in the left image would be compared to every pixel on the 
same epipolar line in right image and the pixel with minimum 
matching cost will be picked. This however leaves too much 
ambiguity. In these methods, a dense disparity map can be 
obtained. 

The correspondence search in stereo images is commonly 
reduced to important features as computing time is still an 
important factor in stereo vision. Unfortunately, feature based 
stereo or edged based stereo, respectively, produce only sparse 
disparity maps. For a successful reconstruction of the complex 
surfaces it is, however, essential to compute the dense 
disparity maps defined for every pixel in the whole image. 

 

B. The Matching Constraints 
Various stereo matching constraints [24]–[26], [2] are 
generated based on the underlying physical principles of 
world imaging and stereopsis. Some of more common 
constrains are explained below: 

• Epipolar constraint: Corresponding points must lie on 
corresponding epipolar lines. 

• Continuity constraint: disparity tends to vary slowly 
across a surface, prefer disparity similar to neighbors. 

• Uniqueness constraint:  a point in one image should 
have at most one corresponding point in the other 
image. 

• Ordering constraint: order of the features along 
epipolar lines is the same. 

• Occlusion constraint: a discontinuity in one eye 
corresponds to an occlusion in the other eye and vice 
versa. 

• Disparity limit constraint: regarding the maximum and 
minimum of depth and geometry of a stereo system, 
the maximum disparity range can be estimated. 

• Limit of the directional derivative of disparity: 
maximum of directional derivative of disparity is 
limited that the absolute value of the directional 
derivative of disparity is practically less than 1.2 [25]. 

C. The Directional Derivate of Disparity  
In stereo systems, the directional derivative [24]–[26] 

possesses some restrictions that it can be used to narrow down 
the search space. Fig. 1 shows a basic stereo system where the 
cameras optical axes are parallel and perpendicular to the 
baseline. 

Given two points P1 and P2 in the 3D scene, there are two 

different definitions for the directional derivative of disparity 
which were shown in (1) and (2) bellow respectively: 

||||/)( 12
12 ll ppddd −−=δ  (1) 

In (1), ||.|| denotes vector norm. The second definition uses 
cyclopean separation that is an average distance between  
(pl

1, pl
2) and (pr

1, pr
2). Suppose a virtual camera in the middle 

of the cameras L and R. 

 
Fig. 1 The 3D camera geometry 
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If we consider the proposed equations and the constraints 
on the directional derivative, and also Fig. 2, we can reduce 
the search space drastically [26](See Table 1). 

III. COLOR STEREO VISION 
One of the aspects of an image that has been largely 

neglected in the stereo algorithms is the color information [2], 
[27]–[29]. Current investigations have shown that the quality 
of stereo matching results can be improved using color 
information. There are several motivations for using 
chromatic information. Firstly, chromatic information is easily 
and precisely obtained using a 3-chip CCD camera. Secondly, 
new psychophysical evidence indicates that color information 
is widely used in human stereopsis. Thirdly, it is obvious that 
red pixels can not match the blue pixels even though their 
intensities are equal or close. Thus, color information can 
potentially improve the performance matching algorithm. 

Amongst several known color spaces, e.g. RGB, HIS, or 
CIE-Lab, the RGB is chosen in this study. Drumheller and 
Poggio [2] presented one of the first stereo approaches using 
color. In color images, we use MSE, as the similarity measure 
as defined in (3): 
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In (3), d is the disparity, and in (4) c1, c2 are two points 
from left and right color images and are defined as below: 

),,( 1111 BGRc =   ,  ),,( 2222 BGRc =  (5) 
The MSE is calculated in an n×n window. The left color 

image CL and the right color image CR in RGB color space are 
expressed as: 

)),(),,(),,((),( yxByxGyxRyxC LLLL =  (6)    

IV. FEATURE CHAINS 
In this paper, we reduce the search space for the successive 

connected features from a predefined disparity to a much 
smaller range. Therefore, the algorithm can run much faster 
than former corresponding algorithms [10]. To make the 
algorithm run more efficiently, we just try the first two feature 
points of each chain using the MSE similarity measure. If both 
of the two features have high correlation scores, the tested pair 
of chains from each image is defined as chains 
correspondence. This strategy is shown in Fig. 3.  

The experimental results show that average 92% of the 
feature chains have the length less than or equal to 5. This 
indicates that about 40% of the feature point’s 
correspondences are evaluated. 

V. DYNAMIC PROGRAMMING 
One class of global correspondence methods are those 

based on dynamic programming (DP) as it is named by 
Richard bellman in 1953. Dynamic programming is an 
effective strategy to compute correspondences for pixels. This 
method is finding the minimum cost path going monotonically 
down and right from the top-left corner of the graph to its 
bottom-right corner. So, the technique of dynamic 
programming can be used to find the optimal match sequence 
between the start and end points. 

This strategy has a cost matrix with the nodes representing 
the weight of matching a pixel in the left image with a pixel in 
the right image. The cost of matching pixel x in the left image 
and pixel y in the right image can be computed based on the 
costs of matching all pixels in the left of these two pixels. If 
one assumes the ordering constraint, the optimal path 
computed to match the pixels in left and right images will 
result in the best set of matches for the pixels in left and right 
images. Thus, DP yields the optimal path through grid. This is 
the best set of matches that satisfy the ordering constraint. 

Fig. 4(a) demonstrates the search grid for two scan lines 
with 10 pixels and a maximum disparity of three pixels that is 
shown with dMax. Each (x, y) cell in this grid means a possible 

TABLE I 
THE RELATIONSHIP BETWEEN ΔXL AND THE SEARCH REGION, WHEN 

2.1|| <dδ  , ΔY=0 AND ΔXL IS BETWEEN 1 TO 10 PIXELS. 

xl Δ Min(Δxl) Max(Δxl) 

1 0 4 
2 0 8 
3 0 12 
4 1 16 
5 1 20 
6 1 24 
7 1 28 
8 2 32 
9 2 36 
10 2 40 

 
Fig. 3 Feature chains matching strategy 

 
Fig. 2 The search region Rl for the correspondence of Al in the right 
image, and Δy=0 
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match between pixel x in the left image and pixel y in the right 
image. Our algorithm looks for the best possible path 
extending from the first column to the last row. In this figure, 
the matched pixels are shown by the “M”. As in the Fig. 4(b), 
the three moves are allowed between each pixel pairs. The 
circles represent nodes of the grid.  

The immediate preceding matches and immediate following 
matches of any matches (xi, yi), are shown in Figs. 4(c) and 
4(d), respectively. Regarding Fig. 4(a), each match has dMax + 
1 possible candidate as its immediate preceding matches and 
dMax + 1 possible candidate as its following matches. 

For each white cell of Fig. 4(a), we should record C(x, y) as 
the cost of the best match sequence so far, and P(x, y) as 
pointer to the immediate preceding match in that match 
sequence. In each white cell in Fig. 4(a), we put MSEcolor of 
those pixels of left and right images. We call this matrix M, 
and then we normalize this matrix.  

Next we use (7) to compute the cost of the best path to each 
cell: 
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 (7) 
In equation (7), Kocc is the constant occlusion penalty and 

d(x, y) is the MSEcolor of pixel x and y. Once the C matrix is 
filled up, the lowest cost cell from the end row of the matrix 
M is selected as the final match. Then, starting at this cell, the 
matrix P is traced to find the optimal match sequence. After 
trying different values for Kocc, we choose Kocc=0.2 for our 
proposed algorithm and Kocc=0.05 for the dynamic 
programming algorithm, respectively. 

Dynamic programming matches lines to lines. They can 
also use the matches found for previous pixels in the same 

scan line in the computation for the subsequent pixels [6], 
[15]. We extend this approach to find the matches applying 
DP between each two edges that their disparity is calculated in 
the previous stage. 

VI. PROPOSED ALGORITHM 
In this section, we present a novel DP-based color chain 

stereo matching algorithm. Our algorithm consists of three 
stages: feature extraction, feature matching, and dynamic 
programming. 

A. Feature extraction 
This stage contains identifying non-horizontal thinned edge 

chains using a 3×3 Sobel filter in the horizontal direction 
which is applied on both left and right images. The thinned 
edge points are classified into two groups: positive and 
negative, depending on the intensity difference between the 
two sides of the feature points in the horizontal direction in 
any color channel. 

A non-horizontal thinned positive edge in a left image is 
localized to a pixel that the filter response has to exceed a 
positive threshold +

0ρ  and has to obtain a local maximum in 
the horizontal direction, therefore: 
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Assume that ρ+
0 is the mean of positive values of the filter 

response. 
The extraction of non-horizontal negative thinned edge 

points is similar to the positive one. Now we should attempt to 
extract feature chains with the length more than 3. Each two 
sequence feature points in the same chain should be in the 
sequence scan lines and the disparity in horizontal direction 
should be less than 2. The chains that their length is less than 
3 are ignored. 

B. Feature Matching 
Once the correspondence between the two images is known 

the depth information of the objects in the scene can be 
obtained easily. Meanwhile, the matching feature points 
should be the same in the positivity or negativity. Thus, our 
feature matching stage includes two phases itself: 

1) Phase I: 
a) Do systematic scan from the left to right 

b) If the current point is not a feature point, go to (a).  

c) If disparity was already computed for the current 
feature point, store its x value as x0l and go to (a). 

d) If the current point is not on feature chain, go to (a), 
else call the x value of the current feature point as xcl. 
If there is not any x0l then go to (e), else compute ∆xl = 
xcl - x0l and then compute the search space in the right 
image recording Table I and then go to (f). 

 
Fig. 4 (a) The search grid and a match sequence (“M” cells),(b) 
Three allowed moves between two pixels in the grid (c) The 
immediate preceding matches, (d) The immediate following 
matches 

Threshold 

Local Maximum 



International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:2, No:6, 2008

1962

 

 

e) Compute the search space based on the disparity range.  

f) Find the correspondence point of the current feature 
point in the right image. If there is not any 
correspondence point, go to (a) else go to phase II. 

2) Phase II: If L(x1l, y) and R(x1r, y) are features 
correspondences: 
a) Choose the next feature points L(x2l, y+1) and R(x2r, 

y+1) from the same feature chains in the left and right 
chains separately. Test the similarity between them, if 
the similarity score is higher than the threshold, record 
the feature chains correspondence and delete two 
correspondence chains from the left and right images. 
Note that the corresponding feature chains should be 
recorded with the same length and then go to (a) in 
phase I, else go to (b) in phase II. 

b) Use the same method to test the third feature points 
L(x3l, y+2) and R(x3r, y+2) from the feature chains. If 
they are features correspondence, record the feature 
chains as feature chain correspondence and delete two 
correspondence chains from the left and right images 
and then go to (a). 

The output of this stage is disparity map where each pixel 
in the map represents the disparity of the matching pixels of 
two images; otherwise their depth in the scene. 

C. Dynamic Programming 
In this stage, we use the output of the previous stage and 

using dynamic programming to calculate the disparity of 
points between each two subsequent edge in any scan line. As 
a result, we would have a dense disparity map. 

The used cost function is MSE in (3). Also, we use median 
filter for smoothing the obtained disparity map. This filter 
computes vertical median with the 6 surround points for each 
pixel (3 pixels in up and 3 pixels in down) in disparity map. 
So, the disparity map becomes smooth, and the most singular 
errors are deleted. This effect is shown in Fig. 5 on a color 
stereo image, Barn1, and the comparison of color chain stereo 
dynamic programming with and without median filter is 
shown in Table II. Since then, in all tables in this paper, the 
percentage of the number of features which are matched and 
the error matches in the left image in matching stage are 
shown in the matched (Match%), and error (Error%) columns 
respectively.  

According to this table, using from median filter makes 
accurate our algorithm from 10 to 40%, however it consumes 
more time alone about 0.26% that can be ignored. So, since 
then we always apply median filter to smooth our results. 

VII. IMPLEMENTATION RESULTS 
Some experiments are arranged to evaluate the new dense 

matching algorithm. We presented the reduction of the search 
space in an edge based stereo correspondence, using the 
context of the maximum disparity gradient and the expansion 
of the accuracy, using color stereo images, and we obtain a 
dense disparity map using a dynamic programming algorithm, 
too. Our algorithm is evaluated on five different stereo scenes 
from MIDDLEBURY database [30] that are Ball, Barn1, 
Barn2, Poster, and Venus. All the scenes used are colored, 
380×432 and their maximum disparity is less than 20 pixels, 
therefore we consider dMax=20 for our computations. Their 
disparity ranges are shown in Table III.  

 

    In the proposed algorithm, for the first point of any chain, 
the hierarchical multiresolution matching strategy is used, and 
for other points of that chain, we use MSEcolor with window 
size of 3×3 as the similarity measure. The hierarchical 
multiresolution technique uses Haar Wavelet in three levels 
with the window size of 5×5, 3×3, and 3×3 for the coarse, 
medium, and fine level respectively while the threshold is 500. 

The window size in the correlation based methods is very 
essential. As the window size decreases, discriminatory power 
of the window based criterion goes down too, and some local 
minimums in MSE could have been found in the search 
region. In contrary, increasing the window size causes the 
performance to be degraded due to the occlusion of regions 
and the smoothing of disparity values across the depth 
boundary. It also increases the speed of the algorithm. 

TABLE III 
DISPARITY RANGES OF THE TESTED SCENES. 

Disparity Ball Barn1 Barn2 Poster Venus 

Minimum 3 4 3 3 3 
Maximum 19 16 17 20 20 

Fig. 5 (a) Color chain stereo dynamic programming without 
median filter, (b) Color chain stereo dynamic programming 
with median filter 

TABLE II 
THE COMPARISON OF COLOR CHAIN STEREO DYNAMIC PROGRAMMING WITH 
AND WITHOUT MEDIAN FILTER. 

 CCSDP without Median 
filter 

CCSDP with Median 
filter 

Scene Match% Error% Match% Error% 

Ball 97.2% 2.7% 98.1% 1.8% 

Barn1 95.3% 4.6% 95.9% 4.0% 

Barn2 91.9% 8.0% 93.5% 6.4% 

Poster 93.8% 6.1% 94.4% 5.6% 

Venus 92.2% 7.7% 94.3% 5.6% 
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Considering the importance of the first point of chains, we 
apply a left-right consistency checking technique to reduce the 
invalid matching, since the matching result of these points is 
used for matching of the next points on the chain. Just two or 
at most three points in each chain are matched [26]. 

Table IV shows comparison of results on color and gray 
level stereo images. Here, we use CCS for the color chain 
stereo, and GLCS for the gray level chain stereo. This table 
indicates that the proposed feature based stereo matching 
algorithm which uses the color stereo images, can increase the 
accuracy between 20 to 60% (e.g. (4.4-1.7)/4.4×100=61.3%) 
while the matching time goes up around 10%. Therefore with 
using color rather than gray level stereo images, reduces the 
error considerably in cost of a rather slight increase in the 
computing time. This claims that the proposed algorithm is 
advisable. So, we use color stereo images in our fundamental 
algorithm, Color Chain Stereo Dynamic Programming or 
CCSDP.  

As mentioned before, we used a new dynamic programming 
algorithm to obtain the dense disparity map. In this section, 
we apply this algorithm. In Table V, we compare the results of 
our algorithm (CCSDP) with the case that only using dynamic 
programming is used on color stereo image.  

The reduced time column in that table shows the reduction 
percentage of the utilized time in CCSDP algorithm with 
respect to the DP algorithm. 

These results show that the composition of dynamic 
programming with our restricted search feature based dense 
stereo algorithm, will improve the outcome of algorithm from 
20 to70%, and also the running time decrease about 70% 
which  makes the proposed algorithm applicable and feasible 
in real time applications. 

Table VI, represents the absolute average number of 
features which are matched and the error matches in both DP 
and CCSDP algorithms. This table shows that CCSDP 
algorithm in contrast to DP algorithm has matched more 
pixels correctly and has got less error matched pixels. 

Fig. 6 shows the implementation results on Ball, Barn1, and 
Poster color stereo scenes. The Fig. 6(a) shows the source left 
image of each scene and Figs. 6(b) and 6(c) illustrate the 
disparity map using GLCS and CCS, respectively. Again, the 
Fig. 6(d) in the each row exposes the obtained dense disparity 
map from our new algorithm. The images in b and c sections 
of Fig. 6 are depicted in different colors, where the black color 
shows the not matching feature points and the red color 
represents the error matched feature points, and the yellow, 
and the dark blue colors show the feature points with 
minimum and maximum disparity respectively. In addition, 
Fig. 6(d) shows the dense disparity map in intensity range 
where the black color shows the errors in this disparity map. 
Regarding these figures, the most errors in the output disparity 
map are due to occlusions and real errors are very little. 

VIII. CONCLUSION 
Stereo matching is an important issue in the computer 

vision. Traditionally, the problem of stereo matching has been 
addressed either by a sparse feature based approach or a dense 
area based approach. We present a new dense stereo matching 
based on a path computation in disparity space using dynamic 
programming. Application of dense stereo vision in intelligent 
vehicles requires accurate and robust disparity estimation 
algorithms that for instance can be run on real time systems. 

TABLE IV 
THE COMPARISON OF THE GLCS AND CCS ALGORITHMS. 

 GLCS CCS 

Scene Match% Error% Match% Error% 

Ball 96.5% 3.4% 97.1% 2.8% 

Barn1 96.6% 3.3% 98.4% 1.5% 

Barn2 95.5% 4.4% 98.2% 1.7% 

Poster 95.0% 4.9% 97.6% 2.3% 

Venus 94.2% 5.7% 96.5% 3.4% 

 

TABLE V 
THE COMPARISON OF THE CCSDP AND DP ALGORITHMS. 

 CCSDP Algorithm DP Algorithm 

Scene Match% Error% Reduced 
Time% Match% Error% 

Ball 98.4% 1.5% 72.8% 94.5% 5.4% 

Barn1 95.9% 4.0% 73.9% 94.9% 5.0% 

Barn2 93.5% 6.4% 73.8% 83.6% 16.3% 

Poster 94.4% 5.6% 71.6% 80.2% 19.7% 

Venus 94.3% 5.6% 71.2% 89.9% 10.0% 

 

TABLE VI 
THE COMPARISON OF THE NUMBER OF THE MATCHED PIXELS AND THE ERROR 
IN THE CCSDP AND DP ALGORITHMS. 

 CCSDP Algorithm DP Algorithm 

Scene Match Error Match Error 

Ball 1295450 2000 125349 7258 

Barn1 125950 5370 121333 6493 

Barn2 121215 8376 107707 21014 

Poster 123255 7319 94285 23222 

Venus 124892 7535 115287 12813 
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A large amount of research is focused on dense stereo 
vision since it is important in a number of applications such as 
robot navigation, surveillance systems, 3D modeling, 
augmented reality, and video conferencing. 

In this paper, we employ color information on stereo 
images using a feature based approach to get accuracy, and 
employ dynamic programming on sparse disparity map to get 
less computation time and obtain a robust dense disparity 
map. With applying this composition of area based and feature 
based stereo algorithms, we will gain the both accuracy and 
speed. 

So, the main emphasis of the paper was on forming very 
quick and accurate dense disparity map employing dynamic 
programming. To obtain fast and accurate sparse disparity 
map from initial two stages, we use restricted search, chain 
correspondence, hierarchical multiresolution, and left-right 
consistency checking for the first point in any chain. 

Our method is composed of three main stages of feature 
extraction, feature matching, and dynamic programming. In 
the feature extraction stage, we use Sobel filter to extract the 
edges of images. In the second stage, we extract 
correspondence. The output of this stage is a sparse disparity 
map. In the third stage, we perform dynamic programming on 

obtained sparse disparity map, and produce a dense disparity 
map.  

Moreover, we found that the quality of the matching results 
always improves when color information is inserted. This 
holds for edge based techniques and for dense techniques.  

The experiments on our dense algorithm show that the 
accuracy of results has increased from 20 to 70%, and the 
running time has reduced about 70%. So, our dense matching 
results are good enough to allow a robust 3D scene 
reconstruction.  
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