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Abstract—The decoding of Low-Density Parity-Check (LDPC) 

codes is operated over a redundant structure known as the bipartite 
graph, meaning that the full set of bit nodes is not absolutely 
necessary for decoder convergence. In 2008, Soyjaudah and 
Catherine designed a recovery algorithm for LDPC codes based on 
this assumption and showed that the error-correcting performance of 
their codes outperformed conventional LDPC Codes. In this work, 
the use of the recovery algorithm is further explored to test the 
performance of LDPC codes while the number of iterations is 
progressively increased. For experiments conducted with small 
blocklengths of up to 800 bits and number of iterations of up to 2000, 
the results interestingly demonstrate that contrary to conventional 
wisdom, the error-correcting performance keeps increasing with 
increasing number of iterations. 
 

Keywords— Error-correcting Codes, Information Theory, Low- 
Density Parity-Check Codes, Sum-Product Algorithm. 

I. INTRODUCTION 
OW-DENSITY parity-check (LDPC) codes form a class 
of error-correcting codes originally developed by Gallager 

in 1962 [1]. In 1999, MacKay and Neal effectively 
rediscovered the codes and demonstrated their ability to 
perform at rates close to the Shannon’s theoretical limit [2].  

LDPC codes are usually identified by a parity-check matrix 
H containing mostly ‘0’s and very few ‘1’s [1]. Decoding is 
achieved using the belief propagation algorithm also known as 
the message passing algorithm or the sum-product algorithm 
(SPA). For large blocklengths, the performance of LDPC 
codes is known to operate very close to the Shannon limit [3]. 
However, when it comes to short blocklengths, sub-graph 
structures of the bipartite graph such as cycles and trapping 
sets decrease the performance of these codes [4]. As a means 
of dealing with the effects of these structures, a recovery 
technique for LDPC codes was introduced by Soyjaudah and 
Catherine in 2008 [5], resulting in an important coding gain 
over the conventional algorithm. For the present work, the 
recovery algorithm is further explored with different H sizes 
for an increasing number of iterations. The aim of the research 
is to demonstrate that the recovery algorithm exhibits very 
good performance with increasing iterations for the decoding 
of LDPC codes. Indeed, whereas using additional iterations  
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does not usually help for conventional algorithm (with the 
decoder stuck in bad configurations from which it cannot 
escape), the same iteration resources are used more effectively 
in the recovery algorithm thereby bringing the dividends of an 
increased error-correcting capability.  

The paper is organized as follows: in section II, an 
introduction to the recovery algorithm is provided. Section III 
explains the motivation of the present work and section IV 
highlights the further work done on the recovery algorithm. 
Results and the conclusion are presented in section V and VI 
respectively. 

II. THE RECOVERY ALGORITHM 
Under the conventional decoding regime of LDPC codes, 

the decoder will usually move in a certain direction during the 
first few iterations [6] and keep that direction until it will 
either converge to the correct state or reach a wrong state. 
Alternately, it can also oscillate between two states without 
any definite convergence. As such, the first iterations of the 
decoding algorithm are usually critical and provide the general 
direction the decoder will take. Subsequent iterations thus 
cause a waste of valuable computing resource. To combat this 
problem, the redundant set-up of the bipartite graph as 
described in [5] is established. 

The redundancy of the graph allows the use of a subset of 
nodes during decoding while the other nodes wait for the 
decoding metrics to be communicated to them to start their 
processing. Hence, a percentage of the nodes are erased. The 
deletion of the bit nodes enables the decoder to withdraw itself 
from a certain decoding path and to choose another one. This 
approach allows the decoder to regard other paths not present 
in the conventional SPA. Instead of running the algorithm for 
only one subset of the bipartite graph, multiple subsets are 
used. This allows the algorithm to get different outlooks of the 
graph. They may agree or disagree with each other, but they 
allow the decoder to calculate the reliability of each node. 
Another reason for the employment of multiple subsets is to 
account for the fact that good nodes might also be erased. A 
more detailed analysis of the recovery algorithm can be found 
in [5].  

III. MOTIVATION 
In a conventional decoder, when the decoder has started in a 

certain wrong direction, it is difficult for it to retract from its 
path. Hence, the number of iterations used becomes 
meaningless. The erasure of nodes allows the decoder to 
withdraw from a direction and choose another. This allows the 
destruction of cycles and trapping sets which contribute to bad 
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