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Abstract—Emotions classification of text documents is applied to
reveal if the document expresses a determined emotion from its
writer. As different supervised methods are previously used for
emotion documents’ classification, in this research we present a novel
model that supports the classification algorithms for more accurate
results by the support of TF-IDF measure. Different experiments
have been applied to reveal the applicability of the proposed model,
the model succeeds in raising the accuracy percentage according to
the determined metrics (precision, recall, and f-measure) based on
applying the refinement of the lexicon, integration of lexicons using
different perspectives, and applying the TF-IDF weighting measure
over the classifying features. The proposed model has also been
compared with other research to prove its competence in raising the
results’ accuracy.
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1. INTRODUCTION

T present, Internet plays an important role in our life in

many fields such as communications, online gaming,
Entertainment, learning, research, and teaching. However,
there is a huge amount of computerized text data and
information spread among different countries and different
cultures. Text mining field considers this large amount of data
in some way needed to be analyzed for many uses, text mining
simply targets retrieving useful information from large text
data. There are many related fields of text mining including
Information retrieval, text summarization, question answering,
opinion mining, and emotion analysis.

Blogs and reviews become most important in the Internet
nowadays. Besides, the social networks like Facebook and
twitter play an important role for showing opinions and
feelings about many topics or products. An example of using
blogs when a company such as “HTC” offers a new mobile
edition in the market and needs to analyze the impact of its
mobile on the users. As the analysis of hundreds of blogs
written about specific products or topics manually is too
difficult, therefore, following a more productive approach is
required. Sentimental analysis [1] or emotions analysis is a
field considers how to analyze unstructured text written by
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people and analyze the opinions and the emotions in this text.

The remaining of this research paper discusses the related
work in Section II, the proposed approach in Section III, the
case study is explained in Section IV, then the experiments are
presented and discussed in Section V, and finally the
conclusion is presented in Section VI with discussing the
points for the future work,

II. RELATED WORK

Different techniques are proposed for extracting emotions
from text such as information retrieval, and machine learning.
Information retrieval is considered with getting the relevant
information from some unstructured text. According to [2]
information retrieval techniques follows either Boolean
models or vector space models. Vector space model has been
applied in different research such as in [3], and [4]. In [3], A.
Gohary, T. Sultan, M. Hana and M. Dosoky in [3] used vector
space model to detect emotions in Arabic text by an Arabic
lexicon with reaching an accuracy of 65%. Another research
in [5] which proposed a system for emotion detection using
similarity measures [6] with reaching an accuracy of 70%. In
[7], (TF_IDF) measure is applied with support vector
machines technique for the training set to detect specific
emotions in text with accuracy of 71.64%. Also, in [8] support
vector machines are applied with testing their approach on
SEMEVAL dataset and got accuracy of 65.54%. Also, in [9]
they use Tf-Idf with support vector machines and get accuracy
of 71.64%.  Another approach by [10] which proposed an
improved latent semantic analysis (LSA) to classify emotions
and they made an enhancement of 4 % than normal LSA.
Finally, lexical affinity [11] has been applied in [12] with
applying semantic labeling roles in addition to the support of
some search engines like Google for classifying the emotions.

III. PROPOSED MODEL

The proposed model consists of a set of determined steps
which will be discussed in the next subsections. As any of text
mining work, preparing the data resources must to be
performed [13]. Preparing data includes data preprocessing
tasks which is applied on the input dataset; it includes
tokenization, stop words removal, stemming, and
lemmatization.

A. Lexicon Preparation

Preparing the lexicon is also one of the main steps that
should be performed. We have used two lexicons in the
proposed system, they are NRC emotion lexicon (National
Research Council of Canada) [14] and SentiWordNet
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sentiment lexicon [15]. The first step is refining NRC lexicon
by mapping the lexicon with the dataset and selecting the
related words, then applying a pattern-based technique
approach to extend the lexicon with more words that are
related to the dataset.

To extend the lexicon, words in the dataset are used, then
extraction of the related patterns is performed, and finally
more words are extracted from the dataset which follow the
same emotion category of its related seeds. The words are
related to a seed if it is extracted by the pattern that is related
to this seed. This pattern can be defined as the text that is
surrounding the word, which means the words that are prior
and posterior of the word. We focused on the classification of
all words in the NRC lexicon according to only five emotions,
they are (Anger, Disgust, Fear, Joy, and Sadness), and Table I
show an example of the word classification in NRC.

TABLE1
CROSS SECTION FROM THE NRC LEXICON

Emotion Value

Anger 0
anticipation 1
disgust 1
fear 0

joy 1
sadness 0
surprise 1
trust 1

After preparing NRC lexicon and extending its words, the
SentiWordNet sentiment lexicon is used to extend the
sentimental classification of all the words in NRC lexicon by
adding the polarity of being either “Negative or Positive”.
SentiWordNet is a sentiment lexicon that gives different terms
from the WordNet lexicon positive and negative scores
according to each term. These scores represent the polarity
between (-1) which means the word is negative, (+1) means
that the word is positive and (0) means that the word is
neutral. This classification is performed using the TF/IDF
measure; the whole procedure is discussed in Section III C.

B. TFIDF Weighting

TFIDF stands for term frequency index document
frequency which measures the importance of word according
to specific document and the whole documents [7]. The
measurement reflects how the word is important in the text.
First, we calculate TF (term frequency) with in the same
document or sentences as the following (1). Also the IDF
(index document frequency) will be calculated or IDF in
whole documents as follows in (2). After that we multiply the
TF by idf to get the value of all words in the training set.

_ 05sf(zd)
tf(t.d) g - e )
idf (D) =lg ———u

TF-IDF measure is applied for preparing the training dataset
to provide weighting for each word in each sentence in the
training dataset, the following procedure is applied for
preparing the training dataset, and we will also reveal the
following steps by presenting simple examples.

Using the NRC lexicon, in each word in the sentence, we
assign a value which is equal to its weight in the emotion class
multiplied by its occurrences in the training set sentences that
are following this class, then we calculate the log of the result.

For example, if the sentence “I misunderstood my friend” is
following the “anger” class, and the word misunderstand has
the occurrences to all the emotion class which exists in the
enriched lexicon as (anger = 4, joy = 0, sad = 2, fear = 0,
disgust = 0) in addition to assuming the weight of the word in
the lexicon to be equal 0.5. Then the “misunderstood” words
will have weight in the sentence as (anger = 4*0.5, sad =
2*0.5, joy = 0, fear = 0, disgust = 0). This procedure is
repeated for all words in the sentence. And finally, the
sentence will have a weighting for each emotion class by
summing all the values for all the words for that class and
calculate its log.

The second step is by using the SEMEVAL lexicon, an
addition to other polarity is applied, it is positive and negative,
using the SEMEVAL lexicon.

After preparing the training data, then we apply the same
procedure for the testing data with noticing that the weighting
and occurrences of each word is calculated according to the
training data. While preparing the testing data, the occurrence
of the word increase when the word is found in the testing data
which in turn update its TF-IDF of this word. This step has
revealed to an increase to the accuracy results.

C. Feature Selection Calculations

In the proposed model, seven features are used in the
learning procedure; they are five emotions (anger, disgust,
fear, joy and sadness) and the two SentiWordNet polarities
(positive, negative). In this step, a measurement for weighting
each feature for the word is performed according to the
following:

e TF-IDF weighting is calculated for each word in the
lexicon.

e In the training dataset, the emotion vector is retrieved for
each word representing the emotion classification of the
word using the NRC lexicon.

e For each class that the word follow, the TF-IDF measure
is added as weight of this word in the sentence it is part
of.

e After repeating the previous steps on all words in the
training dataset, each sentence will have a weighting in all
emotion classes according to the TF-IDF measure of the
words that constitute the word.

e The same procedure is repeated to calculate the weight of
the sentence polarity (positive and negative) according to
the SentiWordNet lexicon.

e Finally, each sentence will be classified to seven classes
with a determined confidence base on the TF-IDF
measure for its constituting words; these classes are
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(anger, disgust, fear, joy and sadness, positive, negative)

IV. CASE STUDY SETUP

In our case study, we applied the proposed model on the
ISEAR dataset [16]. The dataset consists of 7,666 situations
divided into the following; 1096 classified as ‘anger’, 1096 as
‘disgust’, 1095 ‘fear’, 1095 ‘joy’, 1093 ‘guilt’ and 1096
‘shame’. We had 1040 sentences for each of the five emotions
that we focus on as mentioned earlier with total sentences
equal 5200 sentences. Each sentence from the dataset is
classified as (anger, disgust, fear, joy and sadness).

In our experiment, we applied different perspectives, we
applied two validation techniques in our experiments, a 10-
fold cross validation technique, and 70% training with 30%
testing. The second perspective, we applied the experiment
twice, the first time with no change in the original lexicons,

and the second time after refining and extending the lexicon as
previously discussed. The third perspective is considered with
the applied classification algorithm, we applied six
classification algorithm using WEKA tool [17], they are SMO
(Sequential Minimal Optimization) [18], Nearest Neighbor
(IBK) [19], KStar [20], Bagging [21], Logistic model trees
(LMT) [22], and J48 [23].

V. EXPERIMENTS AND EVALUATION

In this section, we demonstrate all the experimental results
when applying the proposed model with providing a
discussion for these results, the following subsections discuss
each group of experiments.

TABLE IT
EXPERIMENT BEFORE ENRICHMENT WHEN PUT 70 % TRAINING 30 % TESTING
Machine Learning algorithm Emotions Precision Recall f-measure
Anger 39.19% 26.36% 31.52%
Disgust 55.77% 17.58% 26.73%
Naive Bayes Fear 53.61% 26.97% 35.89%
Joy 31.36% 46.67% 37.52%
Sadness 22.04% 44.55% 29.49%
Average 40.40% 32.42% 32.23%
Anger 33.42% 36.97% 35.11%
Disgust 38.96% 38.48% 38.72%
IBK Fear 46.35% 44.24% 45.27%
Joy 44.15% 45.76% 44.94%
Sadness 31.79% 29.09% 30.38%
Average 38.93% 38.91% 38.88%
Anger 43.58% 33.94% 38.16%
Disgust 49.03% 45.76% 47.34%
SMO Fear 57.81% 41.52% 48.32%
Joy 46.20% 46.06% 46.13%
Sadness 34.49% 54.24% 42.17%
Average 46.22% 44.30% 44.42%
Anger 38.29% 36.67% 37.46%
Disgust 46.15% 41.82% 43.88%
Fear 51.26% 43.03% 46.79%
KSTAR Joy 42.75% 51.82% 46.85%
Sadness 35.75% 38.79% 37.21%
Average 42.84% 42.42% 42.44%
Anger 38.33% 34.85% 36.51%
Disgust 43.10% 46.36% 44.67%
Bagging Fear 47.62% 45.45% 46.51%
Joy 45.03% 52.12% 48.31%
Sadness 34.90% 31.52% 33.12%
Average 41.80% 42.06% 41.83%
Anger 37.46% 33.03% 35.10%
Disgust 47.85% 47.27% 47.56%
LMT Fear 53.11% 49.09% 51.02%
Joy 42.73% 56.06% 48.49%
Sadness 39.32% 35.15% 37.12%
Average 44.09% 44.12% 43.86%
Anger 33.84% 33.94% 33.89%
Disgust 41.44% 41.82% 41.63%
48 Fear 40.22% 43.64% 41.86%
Joy 40.80% 40.30% 40.55%
Sadness 32.12% 29.39% 30.70%
Average 37.68% 37.82% 37.72%
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A. Applying the Proposed Model without Applying Lexicon
Refinement or TF-IDF Weighting

In this experiment, a direct weighting for the emotion in the
sentence is performed by summing the weights of the words’
emotions. The lexicons are used in their original form without
applying the refinement step; our target of this experiment is
to prove the impact of the refinement step, in addition to the
impact of applying the TF-IDF weighting step. Table II
presents the results of the applied experiment with dividing the

dataset 70% training data and 30% testing distributed equally
on the five emotions based on the six different machine
learning algorithms to show the best results machine learning
algorithm used. This Experiment shows that SMO algorithm is
the best with f-measure 44.42 %. The experiment is also
applied using a 10-fold cross validation technique which
shows that LMT algorithm produces the best average results
with f-measure 64.78 % Table III.

TABLE IIT
10-FOLD CROSS VALIDATION BEFORE ENRICHMENT

Machine Learning algorithm Emotions Precision Recall f-measure
Anger 59.31% 42.88% 49.78%

Disgust 87.79% 32.50% 47.44%

Naive Bayes Fear 66.18% 38.94% 49.03%
Joy 40.40% 58.46% 47.78%

Sadness 31.96% 59.81% 41.66%

Average 57.13% 46.52% 47.14%

Anger 50.29% 50.87% 50.57%

Disgust 56.80% 54.62% 55.69%

BK Fear 58.83% 58.27% 58.55%
Joy 57.69% 60.58% 59.10%

Sadness 50.39% 49.71% 50.05%

Average 54.80% 54.81% 54.79%

Anger 69.35% 55.48% 61.65%

Disgust 71.94% 61.63% 66.39%

SMO Fear 76.98% 60.77% 67.92%
Joy 64.87% 61.25% 63.01%

Sadness 47.61% 76.63% 58.73%

Average 66.15% 63.15% 63.54%

Anger 58.49% 54.33% 56.33%

Disgust 64.66% 59.81% 62.14%

Fear 65.33% 58.17% 61.55%

KSTAR Joy 56.81% 65.38% 60.80%
Sadness 53.61% 59.23% 56.28%

Average 59.78% 59.38% 59.42%

Anger 62.92% 59.23% 61.02%

Disgust 68.41% 64.13% 66.20%

Bagging Fear 67.32% 66.35% 66.83%
Joy 60.82% 69.71% 64.96%

Sadness 57.92% 57.31% 57.61%

Average 63.48% 63.35% 63.33%

Anger 65.11% 57.60% 61.12%

Disgust 69.57% 67.50% 68.52%

LMT Fear 72.07% 64.52% 68.09%
Joy 62.25% 69.62% 65.73%

Sadness 56.92% 64.42% 60.44%

Average 65.19% 64.73% 64.78%

Anger 53.20% 51.15% 52.16%

Disgust 59.18% 59.81% 59.49%

148 Fear 60.50% 62.60% 61.53%
Joy 59.10% 60.29% 59.69%

Sadness 52.67% 51.25% 51.95%

Average 56.93% 57.02% 56.96%

B. Applying the Proposed Model with Applying Lexicon weighting technique with different machine learning

Refinement and TF-IDF Weighting

In this experiment, the lexicons are used after applying the
refinement step, and the sentences are classified in the training
data by applying the proposed TF-IDF measures as previously
discussed in the proposed model. Table IV and V presents the
results of using the enriched lexicon and the proposed

algorithms which shows that LMT is the best results with f-
measure 61.36 % with about 18 % increase in the accuracy.

C. Experiments after Enrichment and Using SentiWordNet
Classification Weighting Measures

In this experiment, SentiWordNet classification is used for
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all sentences as previously discussed in the proposed model
with applying TF-IDF measure for weighting the polarity of
the sentences. This step has revealed to an increase of the
results’ accuracy to be 62.93% on the accuracy in the Table VI
for SMO algorithm and 76.12 % for LMT algorithm in Table
VIL.

TABLE IV
10-FOLD CROSS VALIDATION BEFORE ENRICHMENT
Machine
Learning Emotions Precision Recall f-measure
Algorithm

Anger 49.78% 33.94% 40.36%

Disgust 34.33% 62.73% 44.37%

Naive Bayes Fear 73.01% 36.06% 48.28%

Joy 40.97% 66.67% 50.75%

Sadness 56.56% 20.91% 30.53%

Average 50.93% 44.06% 42.86%

Anger 50.79% 48.79% 49.77%

Disgust 55.16% 51.82% 53.44%

IBK Fear 57.69% 68.18% 62.50%

Joy 58.47% 62.73% 60.53%

Sadness 49.46% 41.82% 45.32%

Average 54.32% 54.67% 54.31%

Anger 55.33% 56.67% 55.99%

Disgust 65.20% 58.48% 61.66%

SMO Fear 74.32% 66.67% 70.29%

Joy 56.21% 72.73% 63.41%

Sadness 55.97% 49.70% 52.65%

Average 61.41% 60.85% 60.80%

Anger 52.14% 55.45% 53.74%

Disgust 62.89% 55.45% 58.94%

Fear 67.07% 66.67% 66.87%

KSTAR Joy 60.37% 68.79% 64.31%

Sadness 54.93% 50.61% 52.68%

Average 59.48% 59.39% 59.31%

Anger 52.96% 56.97% 54.89%

Disgust 61.07% 55.15% 57.96%

Bagging Fear 63.66% 70.61% 66.95%

Joy 61.74% 64.55% 63.11%

Sadness 57.69% 50.00% 53.57%

Average 59.42% 59.45% 59.30%

Anger 53.20% 57.88% 55.44%

Disgust 62.78% 60.30% 61.51%

L MT Fear 69.25% 70.30% 69.77%

Joy 61.71% 67.88% 64.65%

Sadness 60.87% 50.91% 55.45%

Average 61.56% 61.45% 61.36%

Anger 48.04% 52.12% 50.00%

Disgust 55.59% 49.70% 52.48%

148 Fear 60.99% 67.27% 63.98%

Joy 57.67% 61.52% 59.53%

Sadness 50.18% 42.73% 46.15%

Average 54.50% 54.67% 54.43%

D. Comparison with Other Systems

We compared our system with [24] which used support
vector machines and stemming for building his system. In
Table VIII, we compare our evaluation to this paper.

E. Discussing the Experiments’ Results

We have applied a set of result to clarify the impact of each
step in the proposed model. We had the best result when
applying a direct classification for the dataset with a direct
frequency weighting by to be 64.78%, while after applying the

lexicon refinement and the TF-IDF measure for weighting the
features, we had an accuracy of 75.72%, and finally when
applying the step of SentiWordNet classification, the measure
proves that it revealed to the best accuracy of all the
experiments with a value of 76.12%. Moreover, the
comparison is applied between the proposed model and other
research which used the same dataset which also revealed to
the advancement of our proposed model in emotion
classification.

TABLEV
10-FOLD CROSS VALIDATION BEFORE ENRICHMENT
Machine
Learning Emotions Precision Recall f-measure
Algorithm

Anger 58.57% 46.35% 51.74%

Disgust 48.02% 58.37% 52.69%

Naive Bayes Fear 75.51% 42.69% 54.55%

Joy 41.73% 78.85% 54.58%

Sadness 63.21% 34.04% 44.25%

Average 57.41% 52.06% 51.56%

Anger 63.36% 62.02% 62.68%

Disgust 64.69% 65.00% 64.84%

IBK Fear 72.16% 71.54% 71.85%

Joy 68.94% 70.87% 69.89%

Sadness 61.91% 61.73% 61.82%

Average 66.21% 66.23% 66.22%

Anger 73.87% 72.60% 73.23%

Disgust 80.46% 73.27% 76.70%

SMO Fear 85.43% 75.58% 80.20%

Joy 69.37% 82.12% 75.21%

Sadness 69.91% 72.60% 71.23%

Average 75.81% 75.23% 75.31%

Anger 68.30% 69.62% 68.95%

Disgust 76.45% 69.90% 73.03%

Fear 80.12% 75.19% 77.58%

KSTAR Joy 70.91% 79.23% 74.84%

Sadness 67.65% 68.37% 68.01%

Average 72.69% 72.46% 72.48%

Anger 68.90% 70.10% 69.49%

Disgust 74.30% 71.73% 72.99%

Bagging Fear 78.41% 77.88% 78.15%

Joy 72.68% 77.50% 75.01%

Sadness 70.38% 67.40% 68.86%

Average 72.94% 72.92% 72.90%

Anger 72.61% 72.40% 72.51%

Disgust 77.96% 75.87% 76.90%

LMT Fear 82.84% 77.98% 80.34%

Joy 73.01% 79.33% 76.04%

Sadness 72.74% 72.88% 72.81%

Average 75.83% 75.69% 75.72%

Anger 63.16% 65.77% 64.44%

Disgust 69.90% 67.21% 68.53%

48 Fear 72.30% 74.04% 73.16%

Joy 70.13% 71.35% 70.73%

Sadness 65.29% 62.40% 63.82%

Average 65.29% 62.40% 63.82%

VI. CONCLUSION

In this research, we proposed a model for enhancing the
accuracy results for emotion classification machine learning
algorithms, the model is based on applying TF-IDF measure
for providing weighting scheme on the classifying features.
The proposed model also depended on integrating two lexicon
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having two polarities in classification with adapting the
lexicons by the refinement step. The proposed model has been
verified by applying different experiments in addition to
comparing the system with other research. The results of the
experiments have revealed to the best accuracy measure which
reached 776.12 % when applying the proposed model with
LMT algorithm.

TABLE VI
EXPERIMENT AFTER ENRICHMENT WHEN PUT 70 % TRAINING 30 % TESTING
AND ADD SENTIMENT FEATURES

Machine
Learning Emotions Precision Recall f-measure
Algorithm
Anger 48.50% 29.39% 36.60%
Disgust 40.29% 33.94% 36.84%
Naive Bayes Fear 63.85% 41.21% 50.09%
Joy 33.57% 85.76% 48.25%
Sadness 46.55% 16.36% 24.22%
Average 46.55% 41.33% 39.20%
Anger 49.53% 47.88% 48.69%
Disgust 54.69% 51.21% 52.90%
IBK Fear 57.67% 66.06% 61.58%
Joy 61.22% 63.64% 62.41%
Sadness 53.16% 48.48% 50.71%
Average 55.25% 55.45% 55.26%
Anger 56.93% 57.27% 57.10%
Disgust 68.31% 58.79% 63.19%
SMO Fear 74.83% 65.76% 70.00%
Joy 58.22% 79.39% 67.18%
Sadness 57.82% 51.52% 54.49%
Average 63.22% 62.55% 62.39%
Anger 47.97% 50.00% 48.96%
Disgust 54.67% 47.88% 51.05%
Fear 61.19% 62.12% 61.65%
KSTAR Joy 61.41% 66.06% 63.65%
Sadness 51.07% 50.61% 50.84%
Average 55.26% 55.33% 55.23%
Anger 53.31% 58.48% 55.78%
Disgust 61.82% 55.45% 58.47%
Bagging Fear 63.99% 70.00% 66.86%
Joy 63.04% 66.67% 64.80%
Sadness 56.03% 47.88% 51.63%
Average 59.64% 59.70% 59.51%
Anger 52.25% 56.36% 54.23%
Disgust 62.54% 59.70% 61.09%
LMT Fear 69.21% 71.52% 70.34%
Joy 63.16% 69.09% 65.99%
Sadness 59.93% 50.30% 54.70%
Average 61.42% 61.39% 61.27%
Anger 48.25% 50.00% 49.11%
Disgust 57.19% 51.82% 54.37%
48 Fear 60.11% 64.85% 62.39%
Joy 59.13% 61.82% 60.44%
Sadness 50.97% 47.58% 49.22%
Average 55.13% 55.21% 55.11%

Providing an additional step by providing a link between
the document content to find the dependency and the causality
of the classified sentence, however, can provide more success
to our model. Moreover, as the proposed model used only five
emotions, more research for adding other emotions can be a
further successful extension to our work.

TABLE VII
10-FOLD CROSS VALIDATION AFTER ENRICHMENT AND ADDING SENTIMENT
FEATURES
Machine
Learning Emotions Precision Recall f-measure
Algorithm
Anger 58.18% 40.00% 47.41%
Disgust 47.76% 44.04% 45.82%
Naive Bayes Fear 67.35% 47.40% 55.64%
Joy 37.27% 85.00% 51.82%
Sadness 65.88% 26.73% 38.03%
Average 55.29% 48.63% 47.74%
Anger 59.51% 58.65% 59.08%
Disgust 62.12% 61.35% 61.73%
IBK Fear 69.53% 68.46% 68.99%
Joy 67.17% 68.65% 67.90%
Sadness 59.57% 60.77% 60.16%
Average 63.58% 63.58% 63.57%
Anger 75.05% 71.44% 73.20%
Disgust 81.65% 73.17% 77.18%
SMO Fear 85.86% 75.29% 80.23%
Joy 68.20% 86.83% 76.40%
Sadness 71.40% 71.54% 71.47%
Average 76.43% 75.65% 75.69%
Anger 59.17% 57.69% 58.42%
Disgust 65.47% 59.62% 62.41%
Fear 71.59% 67.12% 69.28%
KSTAR Joy 64.74% 74.13% 69.12%
Sadness 60.58% 62.50% 61.52%
Average 64.31% 64.21% 64.15%
Anger 69.81% 69.13% 69.47%
Disgust 74.11% 72.12% 73.10%
Bagging Fear 78.17% 78.17% 78.17%
Joy 73.31% 79.23% 76.16%
Sadness 70.93% 67.79% 69.32%
Average 73.26% 73.29% 73.24%
Anger 73.39% 72.12% 72.74%
Disgust 78.32% 75.38% 76.83%
LMT Fear 83.66% 78.27% 80.87%
Joy 72.25% 82.60% 77.07%
Sadness 73.99% 72.21% 73.09%
Average 76.32% 76.12% 76.12%
Anger 64.04% 64.04% 64.04%
Disgust 66.16% 66.35% 66.25%
48 Fear 72.07% 72.21% 72.14%
Joy 70.68% 71.63% 71.16%
Sadness 63.08% 61.92% 62.49%
Average 65.29% 62.40% 63.82%
TABLE VIII
EVALUATION COMPARISON
System F1 Accuracy
[24] 67.5 67.4

(1
(2]

(3]

Our proposed 76.12% 76.12%
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