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Abstract—Eyes are an essential and conspicuous organ of the 

human body. Human eyes are outward and inward portals of the body 
that allows to see the outside world and provides glimpses into ones 
inner thoughts and feelings. Inevitable blindness and visual 
impairments may results from eye-related disease, trauma, or 
congenital or degenerative conditions that cannot be corrected by 
conventional means. The study emphasizes innovative tools that will 
serve as an aid to the blind and visually impaired (VI) individuals. 
The researchers fabricated a prototype that utilizes the Microsoft 
Kinect for Windows and Arduino microcontroller board. The 
prototype facilitates advanced gesture recognition, voice recognition, 
obstacle detection and indoor environment navigation. Open 
Computer Vision (OpenCV) performs image analysis, and gesture 
tracking to transform Kinect data to the desired output. A computer 
vision technology device provides greater accessibility for those with 
vision impairments. 
 

Keywords—Algorithms, Blind, Computer Vision, Embedded 
Systems, Image Analysis.  

I. INTRODUCTION 
LINDNESS and visual impairment confines the ability to 
move around and control oneself in the environment. 

Individuals lacking optical perception may be due to 
physiological or neurological factors. The disability 
significantly interferes with one's ability to function 
independently and to perform activities safely and easily. 
Inexorable navigation hindrances become a real challenge 
most especially for persons with eye-related disabilities.  

Canes and guide dogs were conventional means of way- 
finding for the blind and visually impaired. An article [1] 
describes the common method for navigating of visionless 
person using a white cane or walking cane. The walking cane 
is a simple and purely an object dedicated to detect static 
obstacles on the ground, uneven surfaces, holes and steps. 
This device is light, portable, but range is limited to its own 
size and not suitable for dynamic obstacles.  

Based on the interdependence between the disabled owner 
and a dog, the training and the relationship to the animal is 
another way for the blinds to walk around. The dog is able to 
detect and analyze complex situations like stairs, detect 
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potential danger and know paths. The blind is able to feel the 
attitude of his dog, analyze the situation and also give orders. 
But guide dogs are still far from being affordable, and their 
average living is seven years. 

The ideal correction of blindness and visual impairment 
may never be attained which consequence in an-over-or 
under-correction of vision resulted from expensive eye 
surgeries and transplants. However, according to an article [2], 
people who have been blind from birth make use of the visual 
parts of their brain to refine their sensation of sound and 
touch, according to an international team of researchers led by 
neuroscientists at Georgetown University Medical Center 
(GUMC).  

Computer vision is a broad and complex field of study that 
touches the abilities of human eye’s perceiving and 
understanding an image by electronic means. The researchers 
selected computer vision as an area of research to address the 
needs of the blind and visually impaired individuals. Various 
hardware and software components made up the system.  

II. OBJECTIVES AND SCOPE OF THE STUDY 
The main objective of the study is to develop a prototype 

that will serve as an assistance to the blind and visually 
impaired utilizing the Kinect technology. The study 
emphasizes Microsoft Kinect device for developers that will 
be the eye of the system and Arduino microcontroller as a 
complementary part of the system.  

Microsoft Kinect for Windows is a physical device that, 
when used with a computer and the software developer kit, 
provides companies and developers with the foundation they 
need to create interactive applications that recognize peoples’ 
natural movements, gestures, and voice commands [3]. Kinect 
depth sensors are limited to 0.80m to 4.0m in the normal mode 
and 0.40m to 3.0m in the adjacent mode. The Kinect camera 
captured all movements within the ray of range and the frame 
rate yields up to 30 frames per second (fps). The camera sees 
objects in the anterior limited to 43° vertical by 57° horizontal 
field of view (fov) which was utilize in the indoor way finding 
of the system. The system is limited to a flat surface. In the 
obstacle detection, only ground and solid plane objects are 
detectable. The system cannot be used in direction-finding that 
requires steps or ladders. The system cannot accommodate a 
combination and series of disabilities of the deaf-mute-blind 
people.  

 
III. SIGNIFICANCE OF THE STUDY 

According to an article published in Philippine Star [4], 
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the user directions and Arduino Uno microcontroller board 
where vibration motors are mounted.  

The blind or VI individuals moved around in a predefined 
environment. The blind and VI individuals relies on the 
system to identify which way to go. For the purpose of testing 
the obstacle avoidance, obstacles were set such as people 
walking towards the blind and VI and doors opening or 
closing. When an obstacle was determined by the system, the 
motors vibrate left, right or center. Left motor vibrates when it 
sensed obstacles on the left, right motor when obstacles are in 
the right and center motor when obstacle is in front of the 
blind. The indoor environment navigation was tested through 
ArUco-based markers set on the walls of the location. The 
blind were then ask to move around. The system can read the 
markers and use the text to speech method to tell the blind to 
turn right, left or where the blind is going through. The 
markers have equivalent codes embedded in the system. The 
assessment was furthered in a dim environment. The major 
disadvantage of dim light in the obstacle detection is what the 
system gets in terms of accuracy. The system was able to 
address the lighting condition and able to perform the same 
way with enough lighting situation.  

 

 
Fig. 5 Prototypesetup on blind and VI individuals 

IX. RESULTS 

A. Depth Color Mapping 
The depth frame is consists of 11-bit depth information in 

one unsigned integer per pixel and set the depth stream 
resolution in 640x480 pixels. Each depth frame state array has 
a total of 307,200 bytes that values each of 11-bit in size. The 
depth information is limited to 0 - 2047 and a plain 
meaningless black and white image in Fig. 6.  

 
Fig. 6 Plain Depth Data (Left) and Processed Depth Data with RGB 

Values (Right) 

B. Multiple Threads for Image Processing 
One of the main problems in real-time applications is the 

system average speed performance where it takes few seconds 
to update a new frame due to large image data being processed 
by more than one high level image processing algorithm. The 
Kinect depth and image stream typically runs on 30fps on a 
regular basis without image processing. But when image 
processing occurs, both depth and image stream slows down 
from 30fps down to 10-15fps. To solve this problem, the 
researchers managed to use multiple threads and allocating the 
separate image data on a separate memory buffer.  

C. Bilinear Interpolation 
In order to remove the Kinect shadows, the researchers used 

the Fast Marching Method (FMM), a popular in painting 
algorithm by Alexander Telea, the result is similar to Fig. 7. 
The Kinect RGB Camera, IR camera, and IR projector are 
positioned on different parts of the device, so when one aligns 
the depth information with the point of view of the camera, the 
dark areas are either out of range from the point of view of the 
IR camera, or are absorbing IR light resulting to no depth 
information [10].  

 

 
Fig. 7 Before (left) and after (right) of the in painting Method 

D. Accessing Pixel Intensity Values 
The 8x4 matrix was converted to a single channel grey scale 

image in order to get the pixel intensity value. Each pixel 
contains a value from 0 to 255 which indicates that 0 is equal 
to black and white is equal to 255. 
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