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Developing Pedotransfer Functions for
Estimating Some Soil Properties using Atrtificial
Neural Network and Multivariate Regression

Approaches

Fereydoon Sarmadian and Ali Keshavarzi

Abstract—Study of soil properties like field capacity (F.@nd
permanent wilting point (P.W.P.) play importante®in study of soil
moisture retention curve. Although these parametansbe measured
directly, their measurement is difficult and expees Pedotransfer
functions (PTFs) provide an alternative by estin@toil parameters
from more readily available soil data. In this istigation, 70 soil
samples were collected from different horizons bf sbil profiles
located in the Ziaran region, Qazvin province, Iréhe data set was
divided into two subsets for calibration (80%) aedting (20%) of
the models and their normality were tested by Kagorov-Smirnov
method. Both multivariate regression and artifiarglural network
(ANN) techniques were employed to develop the appate PTFs
for predicting soil parameters using easily medsleraharacteristics
of clay, silt, O.C, S.P, B.D and CagOrhe performance of the
multivariate regression and ANN models was evabliaising an
independent test data set. In order to evaluatenthdels, root mean

square error (RMSE) and?Rvere used. The comparison of RSME

for two mentioned models showed that the ANN magieés better

rapidly in recent years. These models have beealoeed to
improve the understanding of important soil proessand also
to act as tools for evaluating agricultural and iemmental
problems. Consequently, simulation models are reyularly
used in research and management [22]. F.C, P.WiRation
exchange capacity (CEC) are among the most imposiaih
properties that are required in soil databases |Hr&] are used
as inputs in soil and environmental models [1,Fxwever,
soil properties can be highly variable spatiallg aemporally,
and measuring them is both time consuming and esipenAs
a result, the most difficult and expensive step aals the
process of environmental modeling is the collectidrdata.
The term pedotransfer function (PTF) was coinedBbyma
[5] as translating available data (those we hauw&) useful
information (what we need). The most readily avdéadata
come from soil survey, such as field morphologwtuee,

estimates of F.C and P.W.P than the multivariaggession model. Structure and pH. Pedotransfer functions add vatuhis
The value of RMSE and “Rderived by ANN model for F.C and basic information by translating them into estirsaté other
P.W.P were (2.35, 0.77) and (2.83, 0.72), respelgtivThe more laborious and expensively determined soil @rigs.
corresponding values for multivariate regressiordehovere (4.46, These functions fill the gap between the availaiolié data and
0.68) and (5.21, 0.64), respectively. Results sliothat ANN with  the properties which are more useful or required o
five neurons in hiddgn Igyer had bepter performangaredicting soil particular model or quality assessment.
properties than multivariate regression. The two common methodologies used to develop PT&s a
multiple-linear regression (MLR) and artificial rralinetwork
(ANN) modeling techniques. MLR analysis is gengraited
to find the relevant coefficients in the model eipres. Often,
however, models developed for one region may net gi
adequate estimates for a different region [40]. Aren
IELD capacity is defined as the maximum water conte  advanced approach to model PTFs is to make useNd A
a soil two to three days after being wetted anck freechnique [33]. ANN offers a fundamentally diffeten
drainage is negligible. Wilting point is defined the soil approach for modeling soil behavior. ANN is an
water content where leaves of sunflower plants wilhversimplified simulation of the human brain anadsnposed
continuously [7]. Soil water contents at field ceiya and of simple processing units referred to as neurtiris. able to
wilting point are used to calculate the water dethtit should |earn and generalize from experimental data evehey are
be applied by irrigation [9], and to determine watenoisy, imperfect or non-linear in nature. This @pidllows this
availability, which is a crucial factor in assegsthe suitability computational system to learn constitutive relatfips of
of a land area for producing a given crop [36]. Thenaterials directly from the result of experimentsnlike
development of models simulating soil processedri@eased conventional models, it needs no prior knowledge,any
constants and/or assumptions about the deformation
characteristics of the geomaterials. Other powesaftributes
of ANN models are their flexibility and adaptivitwhich play
important roles in material modeling. When a new sk
experimental results cannot be reproduced by cdiored
models, a new constitutive model or a set of nenstitutive
equations needs to be developed. However, trainsiN A
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models can be further trained with the new datdcsgain the
required additional information needed to reprodtiee new
experimental results. These features ascertai\iiié model
to be an objective model that can truly represaiinal neural
connections among variables, rather than a subgeatiodel,
which assumes variables obeying a set of predefiakdions
[3]. In brief, a neural network consists of an ihpa hidden,
and an output layer all containing “nodes”. The bemof
nodes in input (e.g. soil bulk density, soil pdeisize data and
etc) and output (different soil properties) layare usually
fixed, i.e., correspond to the number of input amdput

variables of the model [19]. A type of ANN known as

multilayer perceptron (MLP), which uses a back-pgetion
training algorithm, is usually used for generatiFs
[1,22,23,33]. This network uses neurons whose auipLa
function of a weighted sum of the inputs. The madvantage
of neural networks over the two groups of PTFs diesd
earlier is that they do not require a-priori knodde of the

relations between input and output data [32]. Hawev

because of their greater feasibility, ANN models generally

expected to be superior to MLR models [1,23,31].nMa

studies related to modeling various soil parametgsing
different types of PTFs has been conducted. Scaaap [33]
developed some functions for estimation of the edéht
parameters of van Genuchten, van Genuchten-moadenh,
Gardner equations by means of ANNs. Their resiitsved
that with increasing the number of input data, dbeuracy of
functions would enhance. Omid et al. [26] adaptédNAto

model sequent depth and jump length, both importan

parameters in the design of stilling basins withrdraylic
jumps. 16 configurations, each with different numbs
hidden layers and/or neurons, were evaluated. Tgtemal
models were capable of predicting sequent depth jamp
length for a wide range of conditions with a megquase error

that the ANNs are capable of performing very well i
situations of limited data availability. In conttagerdun et al.
[20] pointed out that although the differences lestv
regression and ANN models were not statisticalgnisicant,
regression predicted point and parametric varialofesoil
hydraulic parameters better than ANN. The presermtyswas
carried out with an objective of comparing the iapibf ANNs
and multivariate regression for estimating F.C dnilv.P
using some easily measurable soil parameters maZigegion
of Qazvin province, Iran.

Il. MATERIALS AND METHODS

Sudy area: The land investigated in the research is located
in Ziaran (Qazvin province in Iran) which has aeamabout
5121 hectares; between latitudes of 35°58" and 38°4nd
longitudes of 50°24” and 50°27" E. The averagejmim and
maximum heights points of Ziaran district are 120439 and
1269 meters from the sea level, respectively. Eidushows
the study area in Iran. The soil moisture and teatpes
regimes of the region by means of Newhall softvareeWeak
Aridic and Thermic, respectively. Based on soil otlaomy
[38], this region has soils in Entisols and Aridésorders.

Qazvin, Iran

Fig. 1 Location of the study area

(MSE) of 10%. A comparative study among MFNN and pata collection and soil sample analysis: After preliminary

empirical models was also carried out. They foundNA
models performed superior than regression modeads. &t al.
[39] used 12 PTFs and Brazilian's database forigiied of
bulk density. Their results showed that the separabf
subsoil data from topsoil data did not increaseatteuracy of
prediction. Similarly, Heusher et al. [10] and Kaatral. [14]
reported that the soil texture and organic mattertent were
the main parameters for estimating of bulk denditgjafi and
Givi [24] used the ANNs and PTFs methods for priaiicof
soil bulk density. They pointed out that the ANNe able to
predict the soil bulk density better than the PTAsini et al.
[1] estimated the cation exchange capacity (CEC)the
central of Iran using soil organic matter and aantent. They
used the ANN and five experimental models that vwarehe
basis of regression methods for their predictidiey showed
that a neural network PTF with eight hidden neunaas able
to predict CEC better than the regression PTFo fis ANN
model significantly improved the accuracy of thediction by
up to 25%. They concluded that network models rugeneral
more suitable for capturing the non-linearity cé tielationship
between variables. Jain and Kumar [12] indicateat time
ANN technique can be successfully employed forpghgpose
of calibration of infiltration equations. They hadso found

studies of topographic maps (1:25000), using GR&lysg
location was appointed. 70 soil samples were catedrom
different horizons of 15 soil profiles (Fig. 1). kured soil
parameters included texture (determined using Bocy®
hydrometer method), and organic carbon (determimgidg
Walkley-Black method) [27]. The clod method [4] wased to
determine bulk density (B.D). The moisture conteattgield
capacity and wilting point were determined with egsure
plate apparatus at -33 and -1500 kPa, respectjéglyWater
saturation percentage (SP) and CgaCOontent were
determined using gravimetery and Calcimetry methods
respectively [35].

IIl. METHODS TO FITPTFS

Multivariate regression: The most common method used in
estimation PTFs is to employ multiple linear regiess. For
example:

Y=aX;+bX,+cX;+.... (1)
Where: Y denotes depended variab¥; (i =12.---,n) is

independent variable, and a, b, ... are unknown wiefts of
the model.
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Artificial neural network: Neural classifiers can deal with Where: Z is observed value,p4s predicted value, n is number
numerous multivariable nonlinear problems, for which aof samples.

accurate analytical solution is difficult to obtain [30]. An NeuroSolutions 5.0 software was used for the design and
artificial neural network is a highly interconnected network ofesting of ANN models. Data were subdivided into two sets:
many simple processing units called neurons, which a8®% for training the networks and the remaining 20% for
analogous to the biological neurons in the human braitesting purposes. Soil parameters including clay, silt, O.C,
Neurons having similar characteristics in an ANN are arrang&hCO3, SP and B.D were input data for prediction of the two
in groups called layers. The neurons in one layer are connectedputs (F.C and P.W.P.). In this study, the ANN structures
to those in the adjacent layers, but not to those in the samere all consisted of one hidden layer, a sigmoid activation
layer. The strength of connection between the two neuronsfimction in hidden layer, and a linear activation function in
adjacent layers is represented by what is known as oatput layer and LM algorithm was used to train the networks
‘connection strength’ or ‘weight’. An ANN normally consistsdue to efficiency, simplicity and high speed. To develop a
of three layers, an input layer, a hidden layer, and an outmiatistically sound model, the networks were trained three
layer. In a feed forward network, the weighted connectioriBnes and the best values were recorded for each parameter
feed activations only in the forward direction from an inpuf27]. To avoid “overfitting”, the MSE of the CV subset was
layer to the output layer. On the other hand, in a recurretdlculated after adjusting of weights and biases. The training
network additional weighted connections are used to fe@docess continued until the minimum MSE of the validating
previous activations back into the network. The structure ofsets was reached (early-stopping scheme). Tkévork
feed-forward ANN is shown in Figure 2. This ANN is aweights and biases are then adapted and employed for
popular neural network which known as the back propagati@alidation in order to determine the neural network model
algorithm introduced by Karaca and Ozkaya [13]. This ANNverall performance. The RMSE and & the ANN models

had k input and one output parameters. They used this AN test sets are then calculated and compared with multivariate
for accurate modeling of the leachate flow-rate. They algegression model.

reported that the input parameters, number of neurons at the

hidden and output layer should be determined according to IV. RESULTS AND DISCUSSION

currently gathered data. Moreover, an important step inpgo summary statistics Data summary of training and

developing an ANN model is the training of its weight matrixtesting sets are presented in Tables Ilanespectively.
The weights are initialized randomly between suitable ranges,

and then updated using certain training mechanism [23,28,33].
In the feed-forward networks, error minimization can be

obtained by a number of procedures including Gradient
Descent (GD), Levenberg—Marquardt (LM) and Conjugate

Gradient (CG). BP uses a gradient descent (GD) technique
which is very stable when a small learning rate is used, but has

slow convergence properties [27]. Several methods for STATISTICS OF TRAINING DATA SETS FORF.CAND P.W.P
speeding up BP have been used including adding a momentum parSa?:eter Min Max Mean Std
term or using a variable learning rate. In this study, LM

algorithm in the sense that a momentum term is used to
speeding up learning and stabilizing convergence is used.

TABLE |

Clay (%) 440 | 5560| 2230 11.83

Silt (%) 2.80 62.80 30.10 12.84

0.C (%) 0.04 1.10 0.35 0.23

CaCQ (%) 2.86 25.4 10.63 5.92

Qufput Lager

Input Lagyer

Training set

SP (%) 21.18 65.67 34.76 9.24

Hidden Layer

Fig. 2 Structure of feed-forward ANN

B.D (g.cm’) | 1.20 1.71 1.50 0.11

Performance criteria: The performance of the models was
evaluated by a set of test data using the root mean square error F.C (%) 10.80 | 3250( 17.33 465
(RMSE) and the coefficient of determination?(Fbetween
predicted and measured values. The RMSE is a measure of
accuracy and reliability for calibration and test data sets [41]
and is defined as:

1 n
RMSE = |=3(2, - 2,)° 2)
Ni=

P.W.P (%) 5.72 16.40 9.02 2.36|
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TABLE 11l
TABLE Il SIMPLE LINEAR CORRELATION COEFFICIENTER) AMONG F.C,P.W.PAND
STATISTICS OF TESTING DATA SETS FOR.C.AND P.W.P INDEPENDENT VARIABLES
; Clay | silt 0.C [ cacq SP F.C | PWP
Soil Min Max Mean Std B.D
parameter (g.cni
(%) (%) (%) (%) (%) ) (%) (%)
Clay (%) 17.20 54.80 29.99 10.49
Clay (%) 1
Silt (%) 6.00 40.80 22.44 11.58
Silt (%) 0.19 1
5 0.C (%) 0.19 0.66 0.38 0.13 XD 505 1028 I
@
2 CaCQ (%) 11.00 30.20 17.32 5.01 " N
P CacQ (%) 0.59 -0.14 1
g 0.01
|_
SP (%) 28.62 59.51 39.07 9.61
SP (%) 0.76 | 0.26 | 0.18 0.43 1
B.D (g.cni®) 1.26 1.70 1.46 0.13
B.D (g.cni) -0.22 | 0.05 0.5;8" -0.03 | -0.27 1
F.C (%) 14.40 29.62 19.61 4.81
F.C (%) 0.75 | 028 | 0.16 052 | 095 | -0.29 1
P.W.P (%) 6.81 15.20 9.96 2.63
P.W.P (%) 071 | 03T | 013 0.45 | 090 | -0.23 | 0.88 1

Simple linear correlation coefficients (1) among F.C., ~q elation is significant at the 0.05 level
P.W.P. and independent variables were also calculated (TaBleorrelation is significant at the 0.01 level
ll). As Table Il illustrates correlations among SP, clay and
F.C. and also, among SP, clay and P.W.P. were positive and\fter determining of Egs.(3) and (4), performance of
highly significant. For example the correlation coefficientgnultivariate regression was developed for test data set .
between F.C and clay content (r = 0.75) is rather similar to te®efficient of determination (i and RMSE for F.C. and
between P.W.P and clay content (r = 0.71). P.W.P. have been obtained 0.68, 4.46 and 0.64, 5.21

Also, the correlation coefficient between B.D and O.@espectively. Sarmadian et al. [31] also observed similar
content (r = -0.58) is rather more than between B.D and S.Pcgirelation coefficient in their results for F.C. (r = 0.75) and
= -0.27). However with regarding to these correlatiof-W.P. (r=0.66).
coefficients, both of them are suitable for developing PTFs for Developing PTFs using multivariate regression and
prediction of F.C and P.W.P in soils of Ziaran regionartificial neural network: After For predicting the soil F.C.
Similarly these correlations between F.C and SP (r = 0.95) addd P.W.P. by means of ANNSs, the input feature vector was
also, between P.W.P and SP (r = 0.90) were positive adignilar to those used for multivariate linear regression. In the
significant. The correlation between Cag®d clay content (r present study for predicting soil properties we did not increase
= 0.59) and between Cag@nd SP (r = 0.49) were relatively the input data for constructing ANN, because according to
high. In addition with regarding to this table it is clear that B.findings of Lake et al. [17] and Amini et al. [1] increasing the
is negatively correlated with F.C (r = -0.29) and P.W.P (r =number of inputs will decrease the accuracy of the estimations.
0.23). Hence with respecting to Table Ill, multivariatd=or example for predicting a soil characteristics if just one
regression equations were developed for studied parameteges of the input data have low correlation coefficients with
using SPSS 15 software. We selected only regression mo@etput data, the accuracy of the model will automatically
that had a coefficient of determination?(Rgreater than 0.5 decrease. Therefore the ANN input layer was consisted of six

[1,17]. These equations were expressed as: data in this model were consisted of exploratory variables,
namely, clay, silt, 0.C, CaGQOSP and B.D After randomizing
FC = 3484 O000%lay + 0027Slt - 130.C - and splitting of data set into training and testing data, various
ANN structures of the topology 6-k-2, i.e., networks having six
0005CaCO . + 048 — 215B.D R2 - 068 (3) neurons in the input layer, one hidden layer with different
3 ) e ) number or neuron (k=1, 2, ...,10), and two neurons (F.C and
P.W.P) as the output layer were designed. The optimum
PW.P. = 2779 0006lay + 001t - 1360.C - structures of network were decided by means’afriRRMSE

criteria. The RMSE values for various k (numbers of neurons

0036CaCO. + 024 — 1388.D RZ - 064 ) in the hidden layer) related to studied soil parameters are

3 S presented in the Figures 3 and 4. As shown in this figures, the
minimum level of RMSE for F.C. and P.W.P is related to the
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network having five neurons in the hidden layersdl with
regarding to this figures can be realize that witlreasing the
number of neurons, the overall efficiency of modetlsl
decrease and hence, the best performance is refatéue
networks having optimum numbers of neurons, i.e.@b-2-
MLP. The levels of RMSE and’Ror F.C. and P.W.P. were
2.35, 0.77 and 2.83, 0.72 respectively. In addjtibe levels
of R? (and RMSE) derived by ANN for studied soil paraenst
had higher ( and lower) values than those derived
multivariate linear regression (Table V) whichirsline with
the work done by Sarmadian et al. [31], Amini et [4]],
Tamari et al. [37], Minasny and McBratney [22] éBchaap et
al. [33].

RMSE

Number of neurons

Fig. 3 RMSE values for 1-10 neurons in hidden Ig{e€)
72

5.6
4.8

RMSE

32
24
16
0.8

Number of neurons

Fig. 4 RMSE values for 1-10 neurons in hidden lqwW.P)

Schaap et al. [33] confirmed applicability of ANNsd
concluded that accuracy of these models dependhen
number of inputs. Amini et al. [1] found that theunal
network-based models provided more reliable prémistthan
the regression-based PTFs. Koekkoek and Boolti6kfiiund
that ANN performed slightly better, but the diffaoes were
not significant. The network models for F.C and FP\Were
more suitable for capturing the non-linearity cé tielationship
between variables. One of the advantages of newtalorks
compared to traditional regression PTFs is thay tthe not
require a priori regression model, which relateputnand
output data and in general is difficult to guessause these
models are not known [32,33].

The scatter plot of the measured against prediet€dand
P.W.P for the test data set are given in Figuraadb6 for the
ANN model which we identified as being the best eicidr
predicting soil parameters. So that according te@sé¢h
diagrams, the best fitted line has the angle of te&5° that
shows the high accuracy of estimation by the ANNleto

TABLE IV

CALCULATED STATISTICAL PARAMETERS IN TEST STAGE FORIFFERENT

METHODS BASED ON PEDOTRANSFER FUNCTIONS

Multivariate | Multivariate Artificial Artificial
Statistical linear linear neural neural
parameters| regression regression network network
(F.C) (P.W.P) (F.C) (P.W.P)
b RMSE 4.46 5.21 2.35 2.83
R? 0.68 0.64 0.77 0.72

RE=0.77

14 4

Predicted F.C (%)

114

8 11 14 17 20 23 26 29 32
Measured F.C (%)

Fig. 5 The scatter plot of the measured versusigteetiF.C

R2=0.72

= = =
@ > ©

Predicted PW.P (%)
.
5

~

IS

IS
~

10 13 16 19
Measured P.W.P (%)

Fig. 6 The scatter plot of the measured versusigestiP.W.P

The reason of this superior efficiency of ANNs migde
compared with the basic regression equations apbapty
pecause; the PTFs that have been derived fromusmaceas
have different efficiencies. On the other hand pading to the
hypothesis of Schaap et al. [33], for designingaoheural
network we do not need a special equation. Howetrey
believe that with creation of a suitable equatietween input
and output data we are able to achieve to therbsslts. Also,
due to the inherent nonlinearity between the egqioy
variables and predicting variables, the neural oste have
the better efficiency compared with the basic regjimn
equations. Pachepsky et al. [28] investigated twiracy of
ANN and analyzed the regression method using airoel
coefficient and the RMSE. They reported that therale
network is able to predict the easily measurablél so
parameters with more accuracy and less error. &imasults
have been reported by the Tamari et al. [37] ad. Wéley
found that using ANN leads to less RMSE values ttian
multivariable linear regression. They also reportkdt the
neural network has not better efficiency than Imesgression
models in occasion of high stability of data. Hoee\the high
accuracy of data leads to more efficiency of nemetivork
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and also, shows the proper selection of testing teaiding
data. Analysis of the ANN parameters suggested rharte
input variables were necessary to improve the ptiedi of
soil parameters [21,37]. As Figures 5 and 6 show®tN
predicted soil properties with relatively high aay (R =
0.77 and 0.72). In practice, it is extremely difficto saturate
a soil with water because of air trapping [11,2Z1dmari et al.
[37] predicted poorly K values at matric potentiafs10 and -
25 kPa with both methods of ANN and regression, #sy
suggested that soil samples should be classifisddban their
texture as coarse, medium and fine. Thereforejcdiff in
measuring soil hydraulic properties in heterogesesails
might cause this relatively poor prediction. An@ysf the
ANN parameters suggested that more input variablese
necessary to improve the prediction of unsaturatgttaulic
conductivity [21,37]. The differences between tlhgldf and
laboratory determination of water retention dataghibe
associated to the insufficient representation ojdapores in
the laboratory, sample disturbance and spatial atian,
hysteresis, and scale effects related to the sarside
[8,21,34]. Pachepsky and Rawls [29] found significa
differences between the field and laboratory voluimevater
contents for coarse-, intermediate-, and fine-textu soil
horizons. Therefore, measurement errors might cans®
prediction of the parameters.

V. CONCLUSION

In this study, multivariate linear regression aneunal
network model (feed-forward back-propagation nekjyevere
employed to develop a pedotransfer function fordjuténg
soil F.C and P.W.P by using available soil propsttiFor
predicting the soil property by means of PTFs, itiput data
were consisted of clay, silt, O.C, Cag @GP and B.D for F.C

and P.W.P The performance of the multivariate linegg

regression and neural network model was evaluasauya
test data set. Results showed that ANN with fivaroes in
hidden layer had better performance in predictimigsC and
P.W.P than multivariate regression. The network ehddr
these parameters was more suitable for capturiegntm-
linearity of the relationship between variables. MNcan
model non-linear functions and have been shownetfopm
better than linear regression.

With regarding to the evaluation criteria, the tesof this

study revealed that ANNs had superiority to the idas
prediction of mentionedil so

regression equations for
parameters. This is a crucial result, since ANN+#&Tormed
from local data produce more accurate predictibas those
built from data spread from a wider area, the cphoé data
conservation becomes a critical factor
construction [2]. However, due to difficulties ofirect

measurement of soil parameters, we recommend using

neuro-fuzzy models such as ANFIS in the future istudor
obtaining the logical equations of other soil paetars,
especially soil hydraulic properties, in each ar&dFIS is
more tolerant to noisy or missing data, and hasoadg
generalization capability. ANN posses a numberropprties
for modeling PTFs: universal
capability, learning from experimental data, tofera to noisy

in  ANN-PTE

or missing data, and good generalization capabilit)hen
function approximation is the goal, the ANN modéll wften
deliver close to the best fit. The present work weaivated in
this direction. Apart from model accuracy and gafization
capability, other important issues such as comjmual time,
credibility, tactical issues and replicating theuks have to be
considered when comparing multivariate linear regjgn vs.
ANN to predict soil F.C and P.W.P Although outpenfing
the empirical modeling techniques, ANN has onedfiget - it
is hard to draw any physical information out of iige. no
information from the neurons' weights and biaseshbzadrawn
about the weights of each predictor in the finabrec[27].
Nevertheless, because of their better results, ANs
commonly used during the past 10 years to solvelinear
problems of high complexity.
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