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Abstract—The nature of consumer products causes the difficulty
in forecasting the future demands and the accuracy of the forecasts
significantly affects the overall performance of the supply chain
system.  In this study, two data mining methods, artificial neural
network (ANN) and support vector machine (SVM), were utilized to
predict the demand of consumer products. The training data used was
the actual demand of six different products from a consumer product
company in Thailand. The results indicated that SVM had a better
forecast quality (in term of MAPE) than ANN in every category of
products. Moreover, another important finding was the margin
difference of MAPE from these two methods was significantly high
when the data was highly correlated.

Keywords—Artificial neural network (ANN), Bullwhip effect,
Consumer products, Demand forecasting, Supply chain, Support
vector machine (SVM).

I. INTRODUCTION

EMAND forecasting is critical to the efficiency
improvement of supply chain system because each party

of the supply chain will process the order according to the
demand signal, As a result, the accuracy of demand forecasts
will significantly improve the production scheduling, capacity
planning, material requirement planning and inventory
management. Without the accurate forecasting, there were
many consequences including the bullwhip effect. The
bullwhip effect occurs when the variabilities of demand in the
supply chain are magnified as they moved up the chain. This
will lead to inefficiency supply chain system. One of the major
causes of the bullwhip effect is the lack of accuracy in the
demand forecasting. Moreover, the demand forecasting for
some products is considered challenging, especially consumer
products, because of their complicated characteristics.
Basically, there is a plenty of forecasting methods based on
the historical demand data. Among these approaches are the
machine learning method, an algorithm which has the
potential to learn to make accurate predictions based on the
previous observations. In this research, two machine learning
methodologies, the artificial neural network (ANN) and
support vector machine (SVM) were studied to compare the
performance of each method in different scenarios.
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II. LITERATURE REVIEW

III. METHODOLOGY

A. ANN Method

The development of ANN models was based on studying
the relationship of input variables and output variables.
Basically, the neural architecture consisted of three or more
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layers, i.e. input layer, output layer and hid
shown in Fig. 1. The function of this network 
follows:
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where Yj is the output of node j, f (.) is the t
wij the connection weight between node j an
lower layer and Xij is the input signal from t
lower layer to node j.

Fig. 1 The architecture of a neural n

B. SVM Method
Support Vector Machine (SVM) was 

method which was based on the construction o
a multidimensional space. As a result, it was a
class labels to be differentiated. Normally, SV
for both classification and regression tasks an
handle multiple continuous and categorical
purpose of the regression task of SVM was to
(such that y = f(x) + noise) which was able
cases. This was achieved by training the SV
sample set, i.e., training set, a process th
sequential optimization of an error function
two types of SVM model for regression, ty
regression type 1, the objective function was t
of the error function.
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There were four types of kernel
radial basis function (RBF) and 
models. Among these kernels, RBF
used kernel because of their locali
across the entire range of the real x-
these kernels were shown as follows:
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IV. RESEARCH PRO

Monthly data of six different cons
aids, shower gel, body lotion, dishwa
and fabric detergent, from January 20
cases) was used to assess the perform
methods. The time series plots of eac
shown in Fig. 2, 3, 4, 5, 6 and 7 in or
and trend of the data.

Fig. 2 Time series plot of coo

Fig. 3 Time series plot of sho
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Fig. 4 Time series plot of body lotion d

Fig. 5 Time series plot of dishwashing liqu

Fig. 6 Time series plot of deodorant de

Fig. 7 Time series plot of fabric detergen

Product Category Correlation/Patterns
Cooking aids Highly positive correlated (lag 2)
Shower gel Highly positive correlated (lag 7)
Body lotion -Highly positive and negative

correlated (lag 1,5,6,7,8,11,12,13)
-Seasonal pattern (cyclic)

Dishwashing liquid Not correlated
Deodorant Not correlated

Fabric detergent Not correlated

Product Category ANN Model Hidden
Activation

Output
Activation

Cooking aids RBF (8-7-1) Gaussian identity
Shower gel RBF (8-7-1) Gaussian identity
Body lotion MLP (8-4-1) Tanh exponential
Dishwashing
Liquid

MLP (8-8-1) Exponential identity

Deodorant RBF (8-7-1) Tanh logistic
Fabric detergent RBF (8-7-1) Exponential logistic

Product Category Training
Algorithm

MAPE

Cooking aids RBFT 0.300
Shower gel RBFT 0.303
Body lotion BFGS 3 0.5082

Dishwashing
Liquid

BFGS 19 0.2346

Deodorant BFGS 1 0.1955
Fabric detergent BFGS 1 0.03724

n demand

iquid demand

 demand

gent demand

The characteristic of each samp
considering correlogram and time s
was shown in Table I.

TABLE I
DATA CHARACTER

Product Category
Cooking aids Hig
Shower gel Hig
Body lotion -Highly pos

correlated (

Dishwashing liquid
Deodorant

Fabric detergent

After the tested data was chosen
ANN and SVM, were utilized to c
the sample data to forecast the dem
using a statistical package, STAT
performance of these approaches wa
their error measurement, mean a
(MAPE).

V.RESULTS

Two most popular neural network
perceptrons (MLP) and radial bas
utilized for the regression purpose [7
were the historical demand at t-8, t-
of networks to train was set at 200
five networks were retained for ea
network with the best performance
demand of each category (time: t). T
Table II.

TABLE II
MODEL, HIDDEN ACTIVATION AND

Product Category ANN Model H
A

Output
Activation

Cooking aids RBF (8-7-1) G identity
Shower gel RBF (8-7-1) G identity
Body lotion MLP (8-4-1) T exponential
Dishwashing
Liquid

MLP (8-8-1) E identity

Deodorant RBF (8-7-1) T logistic
Fabric detergent RBF (8-7-1) E logistic

TABLE III
TRAINING ALGORITHM A

Product Category Training
Algorithm

MAPE

Cooking aids RBFT 0.300
Shower gel RBFT 0.303
Body lotion BFGS 3 0.5082

Dishwashing
Liquid

BFGS 19 0.2346

Deodorant BFGS 1 0.1955
Fabric detergent BFGS 1 0.03724

The results in Table II pointed
hidden layers was ranged from 4 t
MAPE, the MLP architecture might 
which was not correlated or the data
(in this case, cyclical pattern). On th

ple data was analyzed by
 series plots and the results

 I
RISTICS

Product Category Correlation/Patterns
Cooking aids ighly positive correlated (lag 2)
Shower gel ighly positive correlated (lag 7)
Body lotion ositive and negative

d (lag 1,5,6,7,8,11,12,13)
-Seasonal pattern (cyclic)

Dishwashing liquid Not correlated
Deodorant Not correlated

Fabric detergent Not correlated

sen, two proposed methods,
 construct models based on
emand of these six products
ATISTICA version 8. The
was justified by considering
 absolute percentage error

TS

ork architectures, multilayer
asis function (RBF), were

e [7]. The inputs for training
 t-7,…, t-1 while the amount
00 while the top performed
each type of products. The
ce was kept to forecast the
). The results were shown in

II
D OUTPUT ACTIVATION.

Product Category ANN Model Hidden
Activation

Output
Activation

Cooking aids RBF (8-7-1) Gaussian identity
Shower gel RBF (8-7-1) Gaussian identity
Body lotion MLP (8-4-1) Tanh exponential
Dishwashing
Liquid

MLP (8-8-1) Exponential identity

Deodorant RBF (8-7-1) Tanh logistic
Fabric detergent RBF (8-7-1) Exponential logistic

II
 AND MAPE

Product Category ing
thm

MAPE

Cooking aids T 0.300
Shower gel T 0.303
Body lotion S 3 0.5082

Dishwashing
Liquid

 19 0.2346

Deodorant S 1 0.1955
Fabric detergent S 1 0.03724

ed out that the number of
4 to 8 layers. According to
ht be suitable for the data set
ata with an identified pattern
 the other hand, RBF might
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be preferred when the data was highly correlated or without
any specific pattern. The hidden neuron activation functions of
the retained five networks were Gaussian, tangent hyperbolic
(tanh) and exponential while the exponential, identity (the
activation of the neuron is passed on directly as the output)
and logistic were assigned to the output neuron activation
functions. Moreover, the training algorithm of the MLP
network employed to build the models was the Broyden-
Fletcher-Goldfarb-Shanno (BFGS) algorithm [7] with the
number of cycles used to train the model which was ranged
from 1 to 19 cycles. The results in Table 3 signified that the
MAPEs of three products whose data were not correlated
(dishwashing liquid, deodorant and fabric detergent) were
lower than the ones with correlated characteristics (cooking
aids, shower gel and body lotion).

Similar to ANN case, the indicators used for SVM
application were the historical data at t-8, t-7,…, t-1 to predict
the demand at time t. The forecasting model based on SVM
approach was the regression type 1 with C=10.0, epsilon = 0.1
and the kernel was radial basis function with gamma = 0.5.
The number of support vectors and MAPE from the prediction
for each category of products was illustrated in Table 4.

TABLE IV
NUMBER OF SUPPORT VECTORS AND MAPE

Product Category Number of
Supporting vectors

MAPE

Cooking aids 20 0.1055
Shower gel 16 0.1015
Body lotion 14 0.1886

Dishwashing
liquid

2 0.0116

Deodorant 2 0.0148
Fabric detergent 2 0.0086

According to table IV, it indicated that the data with high
correlation needed more number of support vectors than the
ones with no correlation. The similar results also reflected on
the MAPE since the MAPE of SVM models for dishwashing
liquid, deodorant and fabric detergent (no correlation) was
significantly lower than the ones with highly correlated
characteristics.

VI. CONCLUSION

The forecasting errors (MAPE) from two methods were
concluded as follows:

TABLE V
MAPES FROM ANN AND SVM MODELS

Product Category MAPE
ANN SVM

Cooking aids 0.300 0.1055
Shower gel 0.303 0.1015
Body lotion 0.5082 0.1886

Dishwashing
Liquid

0.2346 0.0116

Deodorant 0.1955 0.0148
Fabric detergent 0.03724 0.0086

According to Table V, it signified that SVM outperformed
ANN in every category of products. However, it was
important to note that the performance of these two methods
was significantly different only when the data set was not
correlated (dishwashing liquid, deodorant and fabric
detergent). However, the gap was highly likely to be narrowed
when the sample data was highly correlated (cooking aids,
shower gel and body lotion).
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