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Abstract—In the present work, the performance of the particl
swarm optimization and the genetic algorithm coragaas a typical
geometry design problem. The design maximizes te kransfer
rate from a given fin volume. The analysis presuithed a linear
temperature distribution along the fin. The finfileogenerated using
the B-spline curves and controlled by the changeasftrol point
coordinates. An inverse method applied to find déppropriate fin
geometry yield the linear temperature distributialong the fin
corresponds to optimum design. The numbers of ¢peilptions, the
count of iterations and time to convergence measiffieiency.
Results show that the particle swarm optimizatisnmost efficient
for geometry optimization.
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OPTIMUM geometry design of systems has been wide

attracted in the field of engineering. There hagerbmany

optimization methods for optimizing the objectiven€tion to
achieve desirable plan or systems. Gradient baseithoais
such as conjugate gradient and Levenberg—Marquardt
stochastic and population based optimization mettsuth as
genetic algorithm and particle swarm optimizati@nZ]. Each
method has some advantages and disadvantages.tfidras
has been some controversy recently about the pesfare of
these algorithms.

Fin profile optimization is one of classical configd heat
transfer problems. Azarkish et al. used Bagpline curves and
modified genetic algorithm for optimized the contives
radiative single fin profile [3] and a fin array][4In this
method, the effect of variation of convective héatnsfer
coefficient, variable conductivity along the firhet effect of
radiation and the length of arc could be modeleilyewithout
needing to evaluation of gradients and fall to lamatimum.

However, the number of objective function evaluasian this
method is more than gradient-based methods.
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Moreover, the conduction mechanism is not very itgas
under the differential change of the shape. Thusparical
evaluation of the sensitivity matrix and gradiemai® more
difficult. Therefore, for simple objective functisrsuch as one
dimensional fin profile optimization this methodasceptable,
however the computational cost would be dramaticall
increased for more complex problems such as tweidsional
geometry optimization. In conclude, it seems thafoe
computational cost optimization method without riegdto
calculate of gradients could be suitable for thegees of
problems. In the present work, the performarnicpasticle
swarm optimization for the geometry optimizations Haeen
investigated and compare with the performance efginetic
algorithm. A single convective-radiative fin is citered as
subject. Azarkish et al. [3], show that the optimemperature
g,istribution along the fin was linear in absencevolumetric
heat generation. Therefore the aim of inverse grabis find
an appropriated fin profile to achieve the learngerature
distribution along the fin. Application of both piate swarm
optimization and genetic algorithm for this problé@s been
investigated. First, the best value of constanaipaters in the
particle swarm optimization is determined. The effef
variation of these parameters on the convergerieehess been
investigated. Finally, the necessary number of fedjmn for
good convergence and corresponding number of inesaand
convergence time are compared between two optiiizat
algorithms mentioned above.

Il. DIRECT PROBLEM

Consider a longitudinal fin with variable crosstsatal area
at the base temperatuig which is extended into a quiescent

fluid of temperatureT, and surrounded by an enclosure of

temperatur@,, . The surface of fin is considered as diffuse

and gray. The heat losses from the boundariesssaged to
be due to the radiation to the surrounding and rtatural

convection to the ambient (Fig. 1). The radiati@athtransfer
between the base and fin surface, also betweewitfezent

elements of fin surface are neglected. The widthfiofis

assumed to be very thin, in such a way that thepéeature
glistribution (and conduction heat transfer rate)y e

regarded one dimensional along theaxis. The energy
equation and the boundary condition in this sitrattan be
presented as:
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Fig. 1 Schematic shape and orientations of theitodigal fin with
variable cross sectional area
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Wherey(x) is the half thickness of fin (fin profilek is the
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Fig. 2 A schematic of fin profile generated by Biepline curves
The number of design variables is equal to 6 affidet as:

epS< X4 < Lmax

EPS< Y1 Y2 Y3 S Vi 5)

fin thermal conductivity of fin and is the local convective 0sa;,as1

heat transfer coefficient calculated by the follogvcorrelation
[3]:

8k Pr'? g,B[T(x)—Tm]HaJ @

=

This non-linear equation is solving with the finkelume
method [5] to obtain the temperature distributitong the fin.
A detailed description of direct problem was bgiefkplained
elsewhere by the authors [3, 4].

IIl. INVERSE PROBLEM

Where epsis an arbitrary small valuel,, is maximum
length of fin andy,,, is maximum amount of half thickness of
the fin base. The position of control points defires:

P :0y)
P,:(aaX,Y,)
P, :(aXx,.VY,)
P, :(x,.0)

(6)

Therefore, the design variables are defined apdbiion of
control points. Each chromosome in the geneticrélyo or
each particle in particle swarm optimization représ the set

In the present work, the inverse problem is comside of control points correspond to a fin profile. Imder to

instead of direct optimum geometry design of sirfgie Fin

evaluated the fitness of each set of control ppibtisect

profiles generated bg-spline curves [6] and controlled by problem (Eq(1)) is solved, the temperature distidms and

moving the coordinates of control pointsxry directions (Fig.
2). The number of control points is considered énf, =4.

The first control point is placed at the base of(fk = 0), that
can move freely along the y-axis. Therefore thistad point

represents the thickness of the fin base. Convertet last
control point is placed on the fin axis of symmetyy= 0),

which can move freely along the x-axis in such g et its
position specifies the fin length. Other controinte can move
in xy-plane and therefore, their degree of freedsraqual to
2.

the volume of fin are obtained and compared withaid
temperature distributions and the given volume. sThwo
error functions have been introduced for predietfitness of
each profile:

n T ., —-T
El :12100| ideal i || (7)
nae -I—Ideal,\
I\/_Vallowl
E, =100———=* (8)
allow
Where n is the number of control volumesy, is the

temperature of each control volume obtained byisglthe
direct problem andv/,,, is the allowable volume of the fin.
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Tiewi 1S the ideal temperature of each control volumindd

as:

-r\deal = Tn _(Tb _Tm)[%]

If E, -~ 0 the temperature distribution along the fin become

linear as Eq(9)E, - 0 satisfied to have a given volumg,, .
E, and E, are positive functions, therefore, the aim of isee
problem is minimizeg, +E, .

The genetic algorithm and the particle swarm opttidn
are used to minimize the amount of error
corresponds to the optimum fin profile. The genatgorithm
is a stochastic search technique that based oméobanism
of genetics and natural selection and it is wideded in the
field of engineering optimization problems [7]. Gme other
hand, Particle swarm optimization is a populatiasdd
swarm intelligence algorithm that introduced by Hiaet and
Kennedy in 1995. It is starts with a group of pdes known
as the swarm. Each patrticle is function of designables and
it is improved through the algorithm by changing ttosition
of particle on the search space. Consider the mupesition
of particles at the moment is given byX,(t). The new

position of particles in the next generation isresged as:

V,(t+1) = C,V, (t) + C, rand (0[P, (t) - X, (t)] +
+Cyrand (0D[G, (t) - X, (1)]
X, (t+1) = X, (1) +V,(t+1)

(10)

11§

WhereP, (t)is the local best position of particieat the

functions

C, =14 is recommended for good convergence. Fig. 3 shows
the effect of paramete@;, C,andC, on the necessary number
of iterations for convergence. As shown, parameteis more

sensible rather than other parameters.
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Fig. 3 The effect of parameteEs, C, andC,on the convergence
rate

Moreover, the genetic algorithm parameters areidersd
as crossover rate of 0.4 and mutation rate of @ri?with a
population size of 100. In order to find the optimipcation
of control points correspond to linear temperatlistributions
the inverse problem is solved. The comparison & th
temperature distributions obtained by particle swar
optimization, genetic algorithm and ideal tempamtu
distribution is shown in Fig. 4.

momentt and G, (t) is the global best position of the swarm. As shown, both particle swarm optimization and gene

Moreover C, is the inertia weight, and C, are the
acceleration constants responsible for varying paeticle

velocity towards P, (t)andG, (t), respectively. More details

about particle swarm optimization are presentg@Jin

IV. RESULTS AND DISCUSSION

Use A longitudinal fin is considered at the baseperature
T,=500K and T,=Tg =300K. The fin

aluminum with thermal conductivity ok =210W /mK and
the surface emissivity @f=03. The fin height isH = 40cm

and the allowable volume is considered to/jg, =160cm?.

The B-spline curve with 4 control points is used to geter

the fin profile. The aim of optimization is miningéd E, + E,
to have a linear temperature distribution froip=500K to

T, =300K and als«/,,, =160cm*®. The acceptable error that

satisfied these conditionsEs+E, < 05.
In order to investigate the effects of constanapeter<,,

C, and C, on the convergence rate of particle swarm

optimization, the case study is solved with différealue of
these parameters and the pairs of vaiyes0.7, C, =12 and

is made of

algorithm could find the appropriate temperaturgrdiution.
However, the convergence time and computational aos
very different for two cases mentioned above. Bigompares
the variation of necessary iterations for convecgeras
function of population number for two kinds of opitation
methods. The corresponding convergence time iepted in
Fig. 6.
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Fig. 4 The comparison of the temperature distrdngiobtained
by particle swarm optimization, genetic algorithndadeal
temperature distribution along the fin
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Fig. 5 Comparison of the necessary iterations éowergence as
function of population number for two kinds of apization methods

As shown, the number of iterations decreases napidlthe
range of particles between 10 and 25; however ttaphg
shows a slight decrease after 25 particles. Momeothe
minimum correspond convergence time occur on thgeaf
20 to 25 particles and it is increase after 30 iges.
Therefore, the recommended number of particle0i$0230
for particle swarm optimization. On the other hante

recommended number of chromosomes is 60 to 80hier t3l]

genetic algorithm. Therefore, the number of poppoest
decreases about 3 times and the convergence ticreade
about 4 times in the case of particle swarm opttdn rather
than the genetic algorithm for this typical problem
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Fig. 6 Comparison of convergence time with respeg@opulation
number for two kinds of optimization methods

In the present work, the temperature distributialong the
fin not very sensitive by changing the differentimdvement of
control points coordinate. Therefore, the applaratiof
gradient base method is very difficult for this lpiem and
other similar problems especially in conductiontheansfer

problems. Moreover, Results show the successfiibpeance

of particle swarm optimization for this case rattien genetic
algorithm. Therefore, the particle swarm optimiaatiis
recommend for more applicable and complex geometry
optimization problems such as two dimensional firay and
design of two dimensional shaped channel with ayated
heat transfer.

V.CONCLUSION

Particle swarm optimization and the genetic algonitused
for minimized the error functions in the inversesidga of
convective-radiative fin profile. Value @f =07, C, =12
andC, =14 recommend as constant parameters for this
applications. It was shown the particle swarm ojatétion was
at least 3 times more efficient rather than genatiorithm.
Therefore, particle swarm optimization recommended

geometry optimization especially when the gradibaise
methods failed.
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