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Abstract—Many research works are carried out on the analysis of 

traces in a digital learning environment. These studies produce large 
volumes of usage tracks from the various actions performed by a 
user. However, to exploit these data, compare and improve 
performance, several issues are raised. To remedy this, several works 
deal with this problem seen recently. This research studied a series of 
questions about format and description of the data to be shared. Our 
goal is to share thoughts on these issues by presenting our experience 
in the analysis of trace-based log files, comparing several approaches 
used in automatic classification applied to e-learning platforms. 
Finally, the obtained results are discussed. 
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I. INTRODUCTION 

HE growth in the use of the web and more specifically e-
learning platforms were accompanied by a special interest 

in data analysis in order to serve users and to present 
customized content. Recently, new approaches have 
incorporated the use of data mining techniques in the field of 
e-learning. The field of e-learning has grown considerably in 
recent years as a result of the increasing number of visitors and 
consultation to web documents. In this context, this work 
presents a summary report based on the analysis of various 
recent works in this area. 

The behavior of the user on a website is represented by a 
series of mouse clicks and typed on a keyboard. This 
information triggered queries that result in the display of the 
pages. These queries are recorded in the log file. Analysis of 
log files allows determining, for example, what are the queries 
that do not (missing page, broken link ...) or what is the 
frequency of a specific page. Each line of this file provides 
information about the user, date and time of the request, the 
page or the course requirements, the action taken and some 
information related to the visited page. 

The ultimate goal of this work is to classify users into 
previous unknown classes, this classification allows for 
different types of profiles that are interested in the services 
available on this platform. But we still have some questions 
posed in this gap: 
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How an individual is assigned a specific class and what is 

the relevance and usefulness of the classification decision 
point of view, to provide some answers to these questions, 
several research projects and start this thread: ([Reffay & 
Betbeder 09], [SETTOUTI et al. 09], [DYKE, et al. 10], 
[Pham Thi Ngoc et al. 09], [Ziani, 2007] [Merzoug, 2009], 
[CHOQUET & Iksal 07], [CHARRAD 10], [Bousbia 
11])[2]… 

II. TRACES CONCEPT 

The notion of trace covers various thoughts such as 
footprint, memory and writing. In the field of data processing, 
due to the lack of a precise definition of the notion of trace, we 
chose the definition of [CHAMPIN et al. 04] which defines the 
trace as a sequence of states and transitions representing user 
activity: “the time sequence of objects and operations 
mobilized by the user when using the system is called trace of 
use”. Its study has become important, especially with the 
digitization of traces and the development of specific tools for 
treatment. In information technology and particularly in 
communication systems, where all communication processes 
produce trace, written or not (text, data, fingerprints,) 
observation of the communication process necessitate the 
collection of such traces, their classification and even their 
organization. This is also applicable to interaction between a 
human and a machine. It is in this context that we focus on 
traces and their exploitation. In this frame, we chose a standard 
model of a trace. 
 

 

 

 

 

 

 

 
 

Fig. 1 Standard model of a trace 
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As application, we used two file logs, one is associated to the 
moodle e-learning platform (Fig. 2) of Bechar University 
(http://www2.univ-bechar.dz/elearning/), during the period 
from 28/04/2010 to 01/06/2010 and the other one associated to 
the efad platform (http://www.efad.ufc.dz). Each of the two 
files has a different attributes format. To solve this problem, 
one proposed a common model of trace (Fig. 1). 

 

 

 

 

 

Fig. 2 E-learning platform of the university of bechar  

In this paper, we are interested in the traces of interaction 
between user and a computer system. These traces are listed in 
a log file which is stored in memory supports.  

A log file, also named log connections, query history or 
journal [6], is a file that stores all the actions in a sequence that 
occurred with a server. It can be transfer error log file, a 
repository log file or agent log file. In this paper, we are 
interested in the repository type log file [8]. 

 

 

Fig. 3 The form of log file  
 

 

 

 

 

 

 

 

 

Fig. 4 Principle operation of the system based on traces [1] 

III.  PROCESS OF WEB MINING 

There are three phases in the process of web mining: 
preprocessing, the discovery of navigation patterns (pattern 
discovery) and the analysis of these models (pattern analysis). 
This generic process is adapted to each axis of Web mining 
according to the nature of the used data (text, log, links ...). 

* Pretreatment *Discovery models * Analysis of models 

A. Pretreatment Process Data 

The pretreatment process is an important initial phase. It 
usually consists of five phases:  
Cleaning, structuring, transformation, reprocessing, extension. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 5 Process for pretreatment of log files 
 

Indeed, the format of log files that we have chosen is 
different than CLF format as these files contains user traces on 
a platform e-learning. Their cleaning and structuring are 
needed before any analysis. First, we present a methodology 
for pretreatment and the results of its application on the log 
files. 

B.  Identification of users 

The identification of users from the log file is not a simple 
task. Indeed, the IP address and even the name of the user do 
not identify a user. 

IP Address: The same IP address can be assigned to 
multiple users. 

Username: The existence of users with similar names.  
In this case, the pair (username, password) is an identifier of 

a user. 

C. Data cleaning 

Data cleaning means the remove of unnecessary queries log 
files such as requests from anonymous visitors, from teachers 
or the webmaster, The failed connection requests or invalid 
requests, requests for connection and disconnection of users 
and request for images. 

D. Limits the use of log files 

These files are disadvantaged by their heterogeneity, being 
full of useless details and lack of legibility. 
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IV.  EXPERIMENTS AND RESULTS 

A.  Introduction 

We will carry out experiments on some algorithms of 
classification, in order to test and compare the performance of 
these algorithms.  In our experiment, we chose three 
algorithms which belong to the two big families of 
classification (hierarchical, partitioning): CLARA and BIRCH 
for the first family and K-means for the other one. These three 
algorithms proved their effectiveness in solving problems 
similar to ours. Indeed, CLARA algorithm can treat the bulky 
data sources, which corresponds to the case considered in this 
paper. On the other hand BIRCH does not treat that important 
extracts of the considered data base. 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

Fig. 6 Model of suggested analysis 
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The figure above shows the general model that includes the 
steps of web usage mining process applied to a log file. 

We will test, initially, the algorithms of clustering such as: 
K-means, Clara and Birch. Series of individual tests will be 
carried out with the aim of determining the best parameters for 
each algorithm. The performances (execution time, quality of 
the results…) will be then measured for all the algorithms then 
compared to each other. All tests are performed on a Toshiba 
machine with an Intel I3 of 2 GB of RAM running under 
Microsoft Windows © XP Professional. 

B. Description of algorithms 

1) The algorithm k-Means 

The algorithm k-Means is considered as standard algorithm 
in the field of clustering due to its simplicity of 
implementation and ability to handle large population. 

2) The algorithm CLARA 
CLARA is an algorithm that applies hierarchical algorithms 

on several random samples. 
3) The algorithm BIRCH 
BIRCH is an agglomerative algorithm of clustering 

hierarchical. It was introduced by Zhang, Ramakrishan and 
Livny. The community of the classification filed finds that 
BIRCH is one of the best algorithms being able to treat large 
data files [6]. The principal idea is that classification is carried 
out on a whole of compacted objects and organized in a 
structure of balanced tree called CF_Tree (Clustering Feature 
Tree) of limited size, where each level presents a clustering 
phase. 

C.  Application of clustering methods 
The quality of the results of clustering algorithms and their 

performance depends eventually on their parameters. We will, 
test each of our algorithms with different parameters values. 

 
TABLE I 

 COMPARATIVE RESULTS TABLE 

 

 

Fig. 7 The contribution of execution time according to number of 
iterations 

D.  Discussion 

We carried out a series of tests on data mining algorithms 
using real data. These tests allowed us to determine the best 
settings for each algorithm. First, the tests of K-means 
algorithm have shown that this algorithm gives good results 
either in time or in accuracy. We also concluded that the size 
of the chosen test population should not be too big or too small 
to achieve a good compromise between execution time and 
quality of the result. We have shown, through comparative 
tests that the algorithm CLARA has the best execution time 
dealing with large populations. Indeed, we were confronted 
with various difficulties in the implementation of the algorithm 
Birch. Finally, we deduced that the number of classes must be 
fixed by the user according to his needs. 

V. CONCLUSION 

Teaching by using the platforms e-Learning is in full 
expansion because of the increasing number of platform 
visitors. The lack of adaptability of educational content is the 
main difficulty facing e-learners. In this context, we proposed 
to study traces of interaction of learners with these e-learning 
systems.  

In this paper, a comparative study between platform e-
learning user’s automatic classification algorithms is 
developed. We started, at first, to define the various concepts 
related to data mining process and the KDD. We have shown 
that data mining is a partial process of the process KDD. In a 
second step, we have performed some data mining algorithms. 
We have seen that there is a wide variety. Each algorithm is 
adapted to a particular context, so it can succeed in one 
context and fail in another. It can be concluded that choosing 
the right algorithm is based on both data and needs. Tests on 
classification algorithms have shown the high sensitivity of the 
k-means algorithm which shows a good effectiveness when its 
parameters are properly chosen.  

As perspective, we propose carrying out a detailed study on 
the different approaches currently used in classification 
especially new approaches such as: the mixture model and 
methods of bi-partitioning. Besides that, at the level of 
different approaches performance comparison, concrete results 
of these works can be used as comparison criterion.     
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