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Abstract—A novel behavioral detection framework is proposed Section 5 presents the results and evaluationsofattack

to detect zero day buffer overflow vulnerabilitiggsed on network
behavioral signatures) using zero-day exploits,tegd of the
signature-based or anomaly-based detection sotutioarrently
available for IDPS techniques. At first we preséné detection
model that uses shadow honeypot. Our system is fasetie online
processing of network attacks and generating abehaetection
profile. The detection profile represents the dettad 112 types of
metrics describing the exact behavior of malwaréhi network. In
this paper we present the examples of generatingavieral

signatures for two attacks — a buffer overflow expbn FTP server
and well known Conficker worm. We demonstrated isealization

of important aspects by showing the differenceswbeh valid

behavior and the attacks. Based on these metricxamedetect
attacks with a very high probability of successe throcess of
detection is however very expensive.

examples in comparisonwith valid behavior and sectb
contains the conclusion of this paper.

Il. STATE OF THEART

There are many signature-based IDS and statistiS AD
systems that fail on detecting unknown or zero-attgcks and
new variants of old exploits. Thus a new generation
techniques and systems based on anomaly deteqtjmraged.
The Anomaly Detection systems model the normal or
expected behavior in a system, and detect intelegations
and differences that may indicate a security breachan
attempted attack [3]. There are two types of systbased on
anomaly detection: those that work with a predefine
specification (or set of rules) of what is regardednormal

Keywords—behavioral signatures, metrics, network, securitfpehavior and others that learn the behavior undemal

design

I. INTRODUCTION

ALWAREdetection based on behavioral analysis is

method that can be used to effectively defend myste
against growing trend of highly sophisticated apdcsalized
malware against which standard NIDS and ADS teakesq
are little or completely ineffective [1]. Behavabranalysis is
already used for malware detection on the operadiygiem
level for different platforms. Behavioral analysié network
flow is more demanding on computing resources al$ age
false-positive elimination. Our approach focuses i
possibility of using behavioral signatures baseddetection
metrics that could be effectively distributed anditoally
optimized. This short paper introduces the novetofated
Intrusion Prevention System (AIPS) which uses hpoey
systems for the detection of new attacks and thenaatic
generation of behavioral signatures based on n&tilow
metrics. While the long-term objective of AIPS & dddress
all types of attacks and aspects of intrusion dietecin this
paper we present only the detection technique la@gtocess
of generation of the behavioral signature upondyusfverflow
attacks [2]. The paper is organized as follows.tiSec2
discusses related work in a network intrusion de&ircand
signature generation. In Section 3 we describedgtection
model andsignature generation technique. Sectipnedents
the metrics definition used for training detectors.
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operation.

In [4] authors introduced the MINDS detection syste
which uses data mining techniques to automate ¢tection
grocess. This system works with netflow [5] datahwiO-
minute data windows and time and connection feattinat
represent complex metrics upon netflow data. In thse
study section (section 5) we show that a full neknwdump is
needed to model the connection to represent soraekatfor
further detection. That extensive netflow cannodbscribed.
The second problem of this approach is a need lofiraan
expert that has to look at the output of the sydtentetermine
if the detected connection is actually an attackt Bhis
approach can have suitable results in detectionndhown
threats and some malware morphisms.

Our approach is similar to those systems that rtcoct the
network packets and extract features that desthibenigher
level interactions between the end hosts like MADBM6],
Bro [7], EMERALD [8], STAT [9], ALAD [10] etc. The
extracted features — for example session duraioe, tservice
type, bytes transferred and so forth — are regaededigher
level, temporally ordered features not discernibby
inspecting only the packet content.

Approach presented in this paper uses much lowet kf
abstraction and focuses on the processing of gemknaetrics
for the attack description.

We developed a new system for automate intrusion
prevention (AIPS) that focuses on different subsdt
behaviors of anomaly detection technigues thabimsroon for
most existing detectors. Our system does not gpedifat a
normal behavior is, but what seems to be abnorma wery
likely an attack. In this approach we need an expewledge
that defines what the abnormal behavior is. Fog thirpose
we use Shadow Honeypot systems for the detectiomewf
threads. We primary focused on Buffer Overflow cltta

AIPSDETECTION MODEL
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These high-interaction honeypots simulate variopsration
systems with many vulnerable services that attasteickers.
There is a tcpdump listening on the network intefand
sniffing the communication on the honeypot. Thetmexts of
the AIPS system are communication and metric etdrabat
work upon tcpdump data. These two parts are usecttact
metrics from the communication for further analySike last
but not least parts of the system are IDPS withrimetataset
used by IDS learning algorithms.

The schema of AIPS system is shown in the fig.
Detection model. We can see three honeypot syste
connected to the network. These systems are Argosyipots
[11] emulating different operating systems with ivas
vulnerable services. In the real deployment we rassthat
similar honeypot functionality will be implementédectly to
the virtualized system with capability of detectiamknown or
zero-day buffer overflow attacks [12].

A. Principle of detection

In case that an attacker attacks this vulnerabdéersy and
causes buffer overflow incident, his attempt ised&td and

recorded by honeypot in real time. The dump of th

communication from tcpdump with the timestamp o th
attack and the actual packet that caused the bafferflow
(from Argos) are sent to the communication extragthere
all data are parsed. From this set of data theaetdr parse
only relevant packets that are further sent to thetric
extractor system. Metric extractor creates datasenetrics
for this specific attack and sends all relevantinfation with
dataset to the database. The metric dataset is ftivérer
distributed from database to the IDPS systems darning
process (artificial intelligence, data mining aligfoms, etc.).
We assume that the whole process could run intireal (the
performance testing is planned in the near future).

e

Expert knowledge

Attack dump
Honeypots

Communication dump

. IDPS

The part of the system with honeypots creates aofet

Fig.1 Detection model
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This part consists of four primary classes. Fitasg “aips”
represents the bridge between subsystems. It ctankee
Argos system, tcpdump and other detection systémsshort
IDS. Argos is represented by classes
“exploitpackets”.

In case that a new attack is detected, then thiclatis
recorded as incident with unique ID, timestamp atider
properties. The honeypot also saves the packetcthete the
buffer overflow and adds it to the incident datheTsystem
that manipulates with tcpdump data will record ven@ICP
tnaffic associated with the incident. AIPS systewtually
works only with the TCP communication, other pratiscof
third and fourth layer will be implemented in thetfre.

<<publice>
tcpdump

Owner: postgres

<<argos>
exploitpackets
Ouner: postgres

er = nextval( argos.exploitpackets_id_seq' :iregclas
t null

<<argos>>
incidents
Ouner: postgres
(argos . incidents_id_seq' ::regclas:
1

2ger = nextval
: chi t

No

rying = Not null

#tines tamp: timestamp with time zone = Not null

#eflags: character varying = Not null

#faultyeip: character varying = Not null
rgos>> Primary key(3d)

[#1d: integer = nextval(aips_id_seq" ::regclass)
[#name: character v; ot null

name: chara in
[#timestamp: timestamp with time zone = Not nu
[#info: text = Not null

#data: text
[<<public>> Primary key(1d)

_ gint = Not null
: bigint = Not null
[F<<public>> Primary key(id)

Fig. 2Database model

IV. METRIC DEFINITION

The detection model described in previous sectemonds
detailed network flow dumps which can be used tdomated
generation of metrics that describe propertiescgss and
behavior of the attack. By using these metrics veeable to
unambiguously identify the attack.

For this purpose the number of measurable metscs i

defined to be able to describe properties of deteattack not
upon the fingerprint of common signature, but baeadits
behavior — behavioral signature. Behavioral meteos in a
limited extent used in commercial ADS (A-NIDS) oBN
systems for intrusion detection. However they areused for
creation of portable detection profiles. Detectimehavioral
metrics were described here [1], nevertheless thexe not
suitable for describing malware but for the detattiof
network attacks such as port scan, different type$oS

expert knowledge. This set is expanded only whea thattacks or as existing variant of ping tools. Teeatain extent

honeypot detects a new attack so this new enapii®rity set
as true positive and is added to the knowledgelise¢he next
section we will describe in more detail how is hygpa
connected with the tcpdump and other detectioresysthru a
database.

B. Database scheme

In the fig. 2 is shown an important part of databsshema
used for storing the incident data from varioussystems.

a similar principle is used in, nowadays obsol&BDCUP
99 [13] which was created with a much higher alotiva
level. This model already worked with compromisgdtem
and information from the honeypot such as an atiagk
access to shell, the escalation of privileges ftoaal to root
etc.

Our goal was to define such metrics that can bel fee
detailed description of malware behavior and ittawéoral

“incidents’d an
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characteristics and features during the attackeiwark and
transport layer.

112 unique metrics were defined on the whole. Alzoahe
guarter of them is represented by vector set desgrithe
attack in time and data axis with various depenigsncrhe
individual metrics that make up the behavioral aigre are
divided according to their nature into five categsi(Fig. 3).

Types of metrics

Static metrics

/
Localization
metrics

Dynamic metrics

Behavior metrics

Vector & Polynomial
metrics

Fig. 3Types of detection metrics

A. Satic metrics

Static metrics define the attack properties frdra static
events point of view, such as amounts of datantimber of
flows, the number of ports, the number of resouncetefined
flow/event. It was defined 49 unique static metrics

B. Dynamic metrics

Dynamic metrics represent dynamic network behasimh
as speed, number of bytes/packets per second ioutheund
and inbound traffic etc. changing in the timeline.

It was defined 30 unique dynamic metrics.

C.Localization metrics

Localization metrics are used to specify the pasitof
sources and trace of the attack. Their aim is twige the
arguments in decision-making process of the dataingi
engine. 9 localization metrics were defined.

D.Behavior metrics

Behavior metrics is a set of metrics based ordéeeription
of the properties directly associated with the citteehavior.
Examples include legal or illegal connection clgsinumber
of flows at defined time intervals, polynomial apgimation
of the length of packets, polynomial approximatajrthe sum
of packets and similar information that are dingctlated to
the exploitation of vulnerable service. This ina@gdalso the
parallel creation of new services, periodic commation or
the change of the profile in terms of ADS. Behaviaetrics
were defined 9.

E. Vector and Polynomial metrics

Vector metric is defined as an ordered n-tuple.hBzalue
represents the current state of monitored fundtibe amount
of outgoing and incoming data, the size of outbowmd
inbound packets) per unit time (sampling frequerscylms,

Polynomial metrics are defined as
approximation of the length of packets and polyraimi
approximation of the sum of packets. There werénddf22
of these metrics. The final dataset consist oflal metrics
mentioned in previous subsections. Each metricesspits a
value in a form of number, polynomial and vectamé-
dependent values). In all metrics the statisticakfions such
as mean, median, mode, the sum etc. are used.

V.CASE STUDY

In this section we show the use of defined metiicshe
behavioral analysis of the network flow on two refece
examples of buffer overflow attack. First exam@ean attack
that exploits stack buffer overflow in MKD commantiFTP
server [14]. The second one is well known Confickerm
that exploits parsing flaw in the path canonicdl@acode of
NetAPI32.dll through the Server Service [15].
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Fig. 4 FTP attack and valid connection

In the fig. 4 are presented inbound and outbouruttgta of
the valid connection and connection that represantsttack
on the server. The bordered line filled with redocds the
attack communication, with yellow color is filletig flow of
the valid communication. The orange parts of ttaphrare the
parts of communication identical for both conneasioYellow
flows are the incoming and outgoing data partghia case it
represent the downloading of files. Under the xdkiere is
outbound part and above the x axis there is inbquartl of
communication. By the red vertical line is markbe packet
that caused the buffer overflow. This example shawesman-
friendly way how to detect buffer overflow attacky b
occurrence of specific packet in the communicatiGm
thiscase specific by size and location). In casa thuffer
overflow occurred in the first part of communicatie in the
authentication part — the detection is instantasedu case
that the buffer overflow packet is injected beyotite
legitimate initialization part (for example by aromous
account) the detection is more complicated andratietrics
have to be used. In the next three graphs is predehe time
analysis of the same attack as was mentioned befudeis
shown that common IDS systems using time analyssgd on

Sms, 10ms, 30ms, 50ms and 1s) in the measured mMetwgigher abstraction of the communication (severabsds) are

flow. So the number of individual members in n-egls not

not able to detect an incident that is caused ny l@v time

the same and is dependent on sampling frequencytlend nierval (milliseconds), for example by specializadlware.

duration of the measured flow.

polynomial
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Fig. 5 Inbound and outbound packets in 1s intemetirics

On the fig. 5 is shown the time analysis of comration
in second level granularity. This granularity ist rable to
show the attack peak because the injection of é@xparket
occurred within the time interval that includes thlata
segment of the communication. On the fig. 6 we sea the
same attack with the granularity level of tenthssetonds
where the exploit incoming packet is marked by ieattred
line. The fig. 7 illustrates the communication withe
granularity level of milliseconds where the explpiacket
(marked with red vertical line as well) can be éett
differentiated from other communication.
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Fig. 6 Inbound and outbound packets in 10-1s ialemetrics

As we can see in this example, a very high abstraar
too high granularity of communication analysis dead to
higher false-negative rate.
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Fig. 7 Inbound and outbound packets in 10-3s imlemetrics
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In the second example we show the valid commumigati
and the attack on IS server on port 445 by Comfickorm,
which exploits MS08-067 vulnerability in Server w@ee. In
the fig. 8 is shown the communication that is ddddnto two
parts. There is a valid communication with the é&het the
operating system version and service implementaitiothe
left side and the exploitation by the worm on tight side.
The picture illustrates the way of how to use thight”
metrics for detection of possible exploitation. Theacket
which carries the exploit data is marked with tlee circle.
From the graph it is evident that the last two geak the
server (last two local maxims of data-inbound comioation)
can be replaced by other type of valid communicatioth
even higher data size and still it can be a vastavior and
with common metrics it could be detected as malisio
packets. We can't say for sure that if any packeeeds the
data threshold it is malicious. The question is how can
detect this attack.

900
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4 Outbound dat:

Data

Packets
Fig. 8 Confickercheck and attack behavior

We can see that in a certain cases it is imposdible
determine whether this anomaly is the malicious oneot
without increasing false-positive rate. In thedeations it is
possible to apply more different metrics that could
characterize the communication in a more compley ad
then we can determine if the communication is validf it is
an attack. The example of solution in the situafiom fig. 8
could be a detection if a new dynamic port has bmsned
during or after the suspicious packets (the conmecivas
closed) or the case in which attacked process e b
replaced by a new one (for example shell) and petars of
the communication have changed or if exploitatiansed the
process to crash or the communication is not enqudederly
(missing FIN packets) and then the attack can bectkd.

During the experiments with various attacks on lypoé
systems with implementation of AIPS we used othailable
systems for detection of malicious behavior lik@$iDS. In
some tested cases of attacks on honeypots thesemsys
couldn't detect the attack as was described irs#ition.

VI. CONCLUSION

This short paper shows the first observation amsdlte of
the project focused on the behavioral descriptibmeaiwork
communication of malware abusing the buffer ovevflo
vulnerability.
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We have provided a way of detecting zero-day astdbkt
combines traditional methods based on extensivavleune
of attack signatures and the generation of sigratbased on
characterization of network flow and honeypot syste
representing the expert knowledge systems.

The model for generating the behavioral structusesl
description of metrics characterizing the malwashdvior
were presented. On two case study examples werenstiee
principles of describing the buffer overflow attackand
possible ways of their detection. The first expeninresults
show that the method is effective with minimal iropan
false positives. The model assumes the expertisavliage
provided by the honeypot systems.
deployment a relatively large computational resesrare
needed because of the complexity of the proposedanand
low abstraction. These findings are still subje€tfarther
study and will be presented in a short time.

In the future we plan to check the effectivenesseath
metric using genetic algorithms, optimization ofedsion sets
and processing of individual metric by the agenstam
capable to mutually communicate the results toeiase the
efficiency of signature generated.

One of the interesting issues that were found duthre
tests is the detection of unknown attacks misushey old
vulnerability (MS08-067) which were not recognizeg IDS
and which performed the effective exploitation. iDgrthe
three days, when this system was exposed to teenktt 68
various undetected attempts to abuse the micre#ital 445
service were detected.
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