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Abstract—The haptic modality has brought a new dimension to
human computer interaction by engaging the human sense of touch.
However, designing appropriate haptic stimuli, and in particular
tactile stimuli, for various applications is still challenging. To tackle
this issue, we present an intuitive system that facilitates the authoring
of tactile gestures for various applications. The system transforms a
hand gesture into a tactile gesture that can be rendering using a home-
made haptic jacket. A case study is presented to demonstrate the
ability of the system to develop tactile gestures that are recognizable
by human subjects. Four tactile gestures are identified and tested to
intensify the following four emotional responses: high valence — high
arousal, high valence — low arousal, low valence — high arousal, and
low valence — low arousal. A usability study with 20 participants
demonstrated high correlation between the selected tactile gestures
and the intended emotional reaction. Results from this study can be
used in a wide spectrum of applications ranging from gaming to
interpersonal communication and multimodal simulations.
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I. INTRODUCTION

ECENT advancements in information technology allow

the creation of more and more immersive multimedia
systems, ranging from 3D authoring to sound spatialization
and higher quality 2D/3D displays. However, these systems
are still limited to the simulation of audio and visual senses.
Studies in multimodal human computer interaction have
shown that haptic feedback seems to enhance the quality of
user experience [1]. For instance, several studies have
demonstrated that haptic stimulation is successfully used to
intensify emotional immersion during media consumption, and
is particularly effective in communicating valence and arousal
[2].

Most research in haptic-based interaction focuses on the use
of tactile cues [3]. Several technologies allow users to feel
haptic effects synchronized with audio-visual contents [4],
from vibration motors embedded in wearable devices to
moving chairs in 4D film. In addition to the complexity and
perceptual challenges, designing haptic gestures is very
challenging task due to the large number of parameters
contributing to the perception of these gestures (such as
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intensity, frequency, location, and duration of vibration).
Therefore, the limited use of tactile gestures in multimodal
applications is mainly due to the lack of simple and intuitive
way to design then — designing them manually is a very time
consuming and tedious process.

A recent study demonstrated an organic relationship
between hand gestures and tactile gestures [5]. In this paper,
we propose a system that provides an intuitive and natural
means that empowers designers to author haptic gestures on
the fly using hand gesture. A case study to author haptic
gestures for emotional stimulation is presented to demonstrate
the effectiveness of the proposed system. Results showed that
the designed set of haptic gestures are effective to intensify
various emotional reactions on the arousal-valence space.

II. RELATED WORK

Today the ability to display tactile gestures is well studied.
Various wearable devices with haptic features are available in
the literature. An early work in this direction was the TapTap
prototype, which is a wearable haptic interface that can record
and playback patterns of touch in order to experience the
affective human touch [6]. A subsequent effort at Philips
Research Europe demonstrated a haptic jacket (with 64 tactile
actuators) that focuses on influencing the emotions of movie
watchers [7]. Cha et al. [8] implemented HugMe, a
synchronous haptic teleconferencing system where a home-
made haptic jacket is utilized to display tactile feedback to a
local user who is touched by a remote user. Krishna et al.
developed a haptic glove (named VibroGlove) to deliver facial
expressions of an interacting partner to people who are blind
or visually impaired [9]. Vibrotactile motors, mounted on the
back of a glove, provide a means for conveying haptic
emoticons that represent the six basic human emotions and the
neutral expression of the user’s interaction partner. On the
other hand, authoring tactile gestures for various applications
seem to be less mature compared to the development of tactile
display technologies. For instance, Immersion Corporation
presented a programmable tactile display that permits to
control various attributes of the tactile gesture such as
vibration intensity, frequency, and pattern [10]. However,
these parameters would have to be controlled individually and
un-intuitively. Réhman et al. strived to create a library of
tactile gestures (called Feel Effect) where a FE comprises a
haptic component and a semantic component [11]. The haptic
component specifies how the sensation unfolds over time and
location via parameter settings for SOA (stimulus onset
asynchrony), duration, intensity, and ramp-up for each
actuator in an array of vibration motors. The semantic
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component describes what experience the sensation feels like.
Results confirmed that semantically similar FEs lie in close
proximity in haptic parameter space. Other studies focused on
mapping audio signal to haptic effects [12] or visual signals
(particularly motion) into haptic effects [13].

In this paper, we propose to use hand movements to create
tactile gestures in order to provide on-the-fly and intuitive
means to design tactile gestures. Users are presented with an
interface showing the layout of the vibrotactile motors in the
haptic jacket. The user waves their hand along any path and
the system translates and plays via the haptic jacket with the
same stroke sequence and speed of movement. The closer the
user is to the screen, the higher the intensity of vibration. Once
a gesture is fine-tuned, the user can save that tactile gesture for
later playback.

III. PROPOSED SYSTEM

A tactile gesture authoring system is designed to convert a
hand gesture into a haptic gesture, and renders the generated
haptic gestures via a haptic jacket. As shown in Fig. 1, four
components compose this system: Motion Tracker, Motion-
Tactile Mapping, Haptic Rendering, and Haptic Jacket. The
Motion Tracker uses a web camera and signal processing to
detect the hand and track its movements. The features of hand
gesture are translated into tactile gesture features via the
Motion-Tactile Mapping component. The Haptic Rendering
component displays the tactile gesture based via the Haptic
Jacket.
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Mapping

Tracking

Rendering

Hand Gesture

Haptic Jacket

Fig. 1 Tactile gesture authoring system

A. Motion Tracking

The actuators on the jacket are controlled remotely using a
home-made software interface application. The application
allows for complete control over each of the 48 actuators by
means of a video input interface. This visual interface was
chosen in order to provide an intuitive and natural means of
generating tactile gestures that can be rendered on the fly. The
motion tracking component processes each video frame and
identifies the location, size, and distance-to-camera of the
hand. The distance-to-camera of the hand is used to define the
intensity of vibration intensity.

B. Motion-Tactile Mapping

Using the video input interface as shown in Fig. 2, gestures
are created by mapping pixel intensity above a certain
threshold into proportional actuation of a specific motor.
Specifically, an outline of the front and back views of the
jacket, with the positions of the actuators, is shown on a white
background and the user is able to manually draw or
programmatically overlay a pattern onto the outline of the
jacket, which actuates the motors that are closest to the region
selected by the user.

After selecting a transmission frequency [5-20 Hz], each
frame is mapped into a 96-bit matrix that controls the intensity
at which each motor is actuated. The indices of the elements
refer to the number of the motor, whereas each consecutive
two bits refer to the intensity of the vibration in a range of
three steps. For instance, if the first two bits of the matrix are
00, it means that the first motor (index 0) will be turned off.
The motors are numbered 0-47 as shown in Fig. 2.

C.Haptic Rendering

The matrix is encoded into a 12-byte packet that is sent over
to the microcontroller. The microcontroller is programmed to

receive instructions in the form of bytes over a serial port. One
byte at a time is read and decoded and then saved into a matrix
in the microcontroller’s memory. After 12 bytes are received,
the decoded matrix is used to set the output value for each
channel. The PWM values are set as follows: ‘00’ corresponds
to zero duty cycle, or off; ‘01’ corresponds to Y4 of the
maximum duty cycle (1023); ‘10’ corresponds to 2 of the
maximum duty cycle (2047); ‘11’ corresponds to % of the
maximum duty cycle (3071). The motors are updated at a rate
of 20 Hz. We can create different vibration patterns and the
illusion of apparent motion. The interface application allows
for a real-time control of the haptic jacket by using the built-in
webcam. This can be used for quick testing of any gesture.

Fig. 2 Video-based gesture generation software

D.Haptic Jacket

The haptic jacket is a garment with embedded actuators that
can simulate various tactile stimuli. A network of 48 actuators
is distributed over the flexible inner layer of a jacket as shown
in Fig. 3. A zipper allows for easy access to the actuators. The
jacket, including all hardware components detailed below,
weighs 750 grams.
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The hardware design includes 48 actuators distributed on
the jacket, flexible cabling, and a custom-made Printed Circuit
Board (PCB) that contains the actuator control circuitry. The
PCB comprises a microcontroller, three 16-channel TLC
drivers, a Bluetooth module, and a step-up regulator (Fig. 4).
An Arduino Nano microcontroller is used to control the entire
system. It is programmed to receive serial commands from an
external device to operate the actuators. The 16-channel TLC
drivers are Pulse Width Modulation (PWM) units with 12-bit
duty cycle control (0 - 4095). The PWM technique is used to
control the intensity of vibration. The three TLC drivers are
daisy chained so that the number of PWM outputs is expanded
to 48. In this way, the microcontroller can output to the 48
channels controlling the actuators at the same time. A JY-
MCU Bluetooth module is used for wireless communication to
a remote application.
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Fig. 3 Exterior view of jacket (a), front view of jacket turned inside-
out (b), back view of jacket turned inside-out (c)
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Fig. 4 Haptic jacket PCB design (a), 3D render (b)
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Fig. 5 The distribution of actuators Front and arms (a) and back (b) of the jacket
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Piezoceramic disk actuators were chosen because they are
lightweight, thin, and inexpensive motors that can generate
strong albeit non-audible vibration. The distribution and
ordering of the actuators over the body is shown schematically
in Fig. 5. The vibration motors and the PCB are powered from
one 3.7 Lithium Ion battery. A step-up regulator is used on the
PCB to accommodate the 5 V requirement of the
microcontroller. With a 3.7 V rechargeable battery that
delivers 1200 mAh, the haptic jacket has an operational
lifetime of one hour when driving all 48 motors at the same
time.

IV. CASE STUDY: DESIGN OF AFFECTIVE TACTILE GESTURES

In order to demonstrate the effectiveness of the proposed
system, we consider a case study that involves authoring
tactile gestures to intensify emotional reactions. Studies have
demonstrated the ability of haptic stimulation to display
various emotions [14], [15]. For instance, a recent study
utilized a haptic jacket with an array of vibrotactile motors, a
temperature actuator and a heartbeat sensor to facilitate the
display of the six universal emotions: love, joy, surprise,
anger, sadness, and fear [16], [17]. Results showed that the
overall quality of user immersion is enhanced when a haptic
jacket is used while watching a movie [18], [19].

A. Tactile Gestures Optimization

A pilot study is conducted with three participants to
determine the best parameters to convey both valence and
arousal in an intuitive, self-explanatory way. Both the average
accuracy of recognition and comments provided by the
participants are then used to alter parameters and optimize the
gestures used in the next iteration of the optimization process.
This process is repeated three times such that a total of six
different gestures are tested for each parameter being
evaluated (valence and arousal). One final round of testing
involving the top five gestures for each parameter is conducted
with a different set of three participants and the gestures are
ranked. Results from these pilot tests, shown in Table I
(valence) and Table II (arousal), are used to find both the
optimal frequency and intensity to map both valence and
arousal most effectively. A remarkable finding of this pilot
study is that direction of apparent motion was more relevant
than stimuli position when attempting to convey valence.
Consequently, four candidate tactile gestures are considered
for intensifying the valence-arousal reactions (Table III lists
the configurations for these tactile gestures). As literature
describes both arousal and valence as being function of
frequency, we established a linear relationship such that
frequency increases with both arousal and valence.

B. Tactile Gestures Optimization

20 subjects participated in the experiment to test the
effectiveness of the selected tactile gestures to intensify
arousal/valence reactions. Prior to the experiment, participants
were fitted with the haptic jacket. During the experiment,
participants could press a button to initiate a haptic gesture
from the four gestures described in Table III. Each gesture

played on the jacket for 10 seconds. Self-Assessment Manikin
(SAM) scale for valence and arousal was given to the user
(shown in Fig. 6). This procedure was repeated 40 times, such
that each gesture was rated 10 times by using a pseudo-
random in order to make sure that the same gesture was not
repeated twice in a row. During the experiments, participants
were not aware of how many total gestures were being tested
or the parameters used to create them (direction, frequency
and intensity).

TABLEI
THE CONFIGURATION FOR THE FOUR TACTILE GESTURES USED IN THE
EXPERIMENTAL STUDY

Rank Low Valence High Valence

Frequency: 0.5 Hz
Direction: Downwards and Out
Frequency: 0.3 Hz
Direction: Out
Frequency: 1 Hz

3 Discontinuous
Position: Arms and Back

Frequency: 1.4 Hz
Direction: Upward and In
Frequency: 2 Hz
Direction: Upward

1
2

Frequency: 1 Hz
Direction: Out

Frequency: 2 Hz
Continuous
Position: Chest and Stomach
Frequency: 1 Hz
Continuous
Direction: Chest and Arms

Frequency: 1 Hz
Direction: Downwards

Frequency: 2 Hz
5 Discontinuous
Direction: Arms and Back

TABLEII
THE CONFIGURATION FOR THE FOUR TACTILE GESTURES USED IN THE
EXPERIMENTAL STUDY

Rank Low Arousal
Frequency: 0.5 Hz
Intensity: 40%
Frequency: 0.7 Hz

High Arousal
Frequency: 1.4 Hz
Intensity: 90%
Frequency: 2 Hz

1

2 Intensity: 40% Intensity: 90%
3 Frequency: 0.5 Hz Frequency: 0.5 Hz
Intensity: 30% Intensity: 90%
4 Frequency: 0.45 Hz Frequency: 2 Hz
Intensity: 50% Intensity: 40%
5 Frequency: 1 Hz Frequency: 2 Hz

Intensity: 50% Intensity: 60%

TABLE III
THE CONFIGURATION FOR THE FOUR TACTILE GESTURES USED IN THE
EXPERIMENTAL STUDY

Low Valence High Valence

Frequency: 0.5 Frequency: 1.4 Hz

High Hzlntensity: 90 % Intensity: 90 %
Arousal Discontinuous Direction: Continuous Direction:

Downwards and Out Upwards and In

Frequency: 0.4 Hz Frequency: 1 Hz

Low Intensity: 50 % Intensity: 50 %
Arousal Discontinuous Direction: Continuous Direction:

Downwards and Out Upwards and In

C.Tactile Gestures Evaluation

As reported in the literature, creating a completely intuitive
set of gestures that would map valence irrespective of subjects
proved difficult. While our preliminary tests suggested that
direction and frequency could be used -effectively to
accomplish this goal, a larger sample size showed that valence
mapping of haptic gestures is very subject dependent. In this
sense, the candidate tactile gestures were not highly successful
in intensifying valence, as shown in Fig. 7. On the other hand,
arousal was successfully intensified by the corresponding
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tactile gesture as is evident by the fact than in more than 80%
of trials, participants correctly associated arousal reactions

&

(b)

with the corresponding tactile gestures (Fig. 7).

i iiciii e

Fig. 6 Valence self-assessment rating (a), arousal self-assessment rating (b)
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Fig. 7 Average accuracy (and standard deviation) for valence and

arousal mapping of tactile gestures

The low accuracy in mapping valence to tactile gestures can
also be explained by the fact that subjects have different but
internally consistent associations between tactile gestures and
valence. While subjects did not agree with each other about
the correct mapping between gestures, individual subjects
were still very consistent in their gesture mappings without
knowing or being asked to try to rate similar gestures
consistently. Fig. 8 shows how consistently individual subjects
rated each gesture. That is what percentage of their responses
for gesture N matched the mode of their responses for that
gesture.

To assess the relationship between the authored tactile
gestures and the valence/arousal recognition, we determined
the correlation between the tactile gestures and the recognition
of emotional recognition (valence-arousal) by performing
ANOVA analysis. Results from the ANOVA analysis indicate
that the specific tactile gestures produced higher means than
the means obtained from other tactile gestures when the
corresponding valence-arousal response is expected.

I Valence |

[Areusal |

100

Consistency (%)

40

20

LVLA HVLA LVHA HVHA
Gesture
Fig. 8 Average consistency (and standard deviation) for valence and

arousal mapping of tactile gestures

The balanced one-way ANOVA of the proposed tactile
gestures was performed for the high valence — high arousal
recognition. Very small p values for all the four tactile
gestures that are obtained from ANOVA (prvia = 3.70e?,
puvea = 1.03¢?, PLVvHA = 6.33¢%, PHVHA = 1.90e'%) indicate
that at least one valence-arousal sample mean is significantly
different from the other valence-arousal sample means. The
type of tactile gesture whose sample mean is significantly
different from the other can be statistically distinguished and
decoded from the other tactile gestures by observing the
accuracy rate of the corresponding gesture (Fig. 7). The
accuracy rate for high valence — high arousal recognition is
much higher than the false detections (an average of 79%
accurate detection and less than 10% false recognitions for
other tactile gestures). Therefore, tactile gesture 4 (HVHA)
contains the mean value of valence-arousal significantly
higher than that of the other tactile gestures. Therefore, tactile
gesture 4 is highly correlated to high arousal — high valence.
Similarly, tactile gesture 3 is highly correlated to high arousal
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— low valence. A similar ANOVA analysis can be conducted
to demonstrate the correlation between low valence — low
arousal and tactile gesture 1 (LVLA) and between high
valence — low arousal and tactile gesture 2 (HVLA).

D.Discussion

The software design and hardware implementation proved
effective allowing for arbitrary gestures to be generated and
tested easily. In particular, the implementation of video-based
gesture generation system allowed for online experimentation
using a live camera that aided in the generation of initial
gesture sets. Additionally, this implementation provided live
visual feedback that drastically reduced debugging and gesture
testing times.

From the result of Fig. 6, we can conclude that while
universally intuitive valence gestures might not be possible, it
should be possible and feasible to train subject specific
gestures that those subjects consistently match to a given
valence. Furthermore, it is clear that there are effective tactile
gestures that stimulate arousal reactions, universally, and
consistently.

While this study aimed to find gestures sets that were
intuitive, accurate, and effective at transmitting the six
fundamental emotions, there is still much work to be done in
the area of haptic emotion transmission. The gesture space is
both vast and largely unexplored, and together with the added
dimensions of vibration frequency, intensity functions, and
actuator placement it is unlikely that the gestures described
here are truly optimal. Moreover, while finding gesture sets
and devices that can transmit six emotions is an important
milestone, a truly successful system should aim at more
nuanced information delivery. In particular, systems that
would encode gestures emotional spectrums rather than
discrete labels. An ability to do this would render a much
more fluid experience that better captures human emotional
states.

Finally, just as many emotion recognition systems today
achieve higher accuracies by performing automatic training on
individual subjects, a truly adaptive emotion display system
would take into consideration the large subject-to-subject
variability of emotional elicitation. Such a system would
incorporate machine learning capabilities to automatically
derive customized displays that adapt to individual users.

V.CONCLUSION

In this paper, we presented a system for authoring tactile
gestures using hand gestures. The proposed system provides
an intuitive, easy way to design and test tactile gestures for
various applications. A case study for authoring tactile
gestures for emotional stimulation is also presented. Findings
from this case study show opportunities and promises to
author tactile gestures for the communication of emotions. In
future study, we plan to author tactile gestures to enhance
emotional reactions for use in the film industry. Another
interesting future direction includes a thorough investigation
of the contribution of tactile gesture properties towards
enhancing the user quality of experience (such as intensity,

frequency, motion type (continuous versus discontinuous),
direction of tactile stimulation, and body parts where the
tactile stimulation must be applied).
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