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Abstract—In data mining, the association rules are used to find=P-growth), which does not need to generate candidate item
for the associations between the different items of thestetions sets and is considered more efficient. FP-growth is cortsiuc
database. As the data collected and stored, rules of vafueectbund by reading the data set one transaction at a time and mapping

through association rules, which can be applied to help gemsa . .
execute marketing strategies and establish sound maskeefvorks, ©ach transaction onto a path in a Frequent Pattern-tree (FP-

This paper aims to use Fuzzy Frequent Pattern growth (FERtgy tree). Since different transactions can have several items
to derive from fuzzy association rules. At first, we apply Zyz common at the same time, their paths may overlap. The more
partition methods and decide a membership function of daéine  paths overlap with one another, the more compression we can
value for each transaction item. Next, we implement FFRV3TO 5 ohieve by using the FP-tree structure. If the size of ther&e-

to deal with the process of data mining. In addition, in order . I h to fit into th . thi il all
understand the impact of Apriori algorithm and FFP-growgoethm 'S SMall enough 1o fitinto the main memory, this will aflow

on the execution time and the number of generated associatks t0 extract frequent itemsets directly from the structare
rules, the experiment will be performed by using differeizes of memory instead of making repeated passes over the datd store

databases and thresholds. Lastly, the experiment resuits BFP- on disk [13]. Therefore, it does not need to generate catelida

growth algorithm is more efficient than other existing mekho itemset. all it needs is to scan the database twice.
Keywords—Data mining, association rule, fuzzy frequent pattern
growth. Additionally, in regard to the matter of decision making,

one has to take user’s perception and cognitive uncertainty
of subjective decisions into consideration. Zadeh progdse
fuzzy set theory [15] in 1965 to deal with cognitive uncertgi
ATA mining is a methodology for the extraction ofof vagueness and ambiguity. Since linguistic variables and
new knowledge from data. This knowledge may relafénguistic values [16-18] can be described with fuzzy cqise

to problem that we want to solve [11]. Thus, data minintp Subjectively correspond with the possible cognition of
can ease the knowledge acquisition bottleneck in buildireg decision maker, they are handy in carrying out analysis
prototype systems [6]. If data mining extracting can effety of decisions-making. Thus, fuzzy data mining has recently
be applied on all varieties of analysis, it will assist theqass become an important research matter.
of decision-making in business.

In common transactions, association rulés{ Y) is the ~ Therefore, this paper proposes a fuzzy data mining method -
most popular mean to be applied. The purpose is to search ftzy Frequent Pattern-growth (FFP-growth) algorithmigivh
the relation that exists among items of database. The galatireats each item from a transaction database as a linguistic
reflects that when itemsX() appear, other item&Y) are likely variable, and each linguistic variable is partitioned lkiasa
to appear as well [4]. For instance, when a customer purehai linguistic value. In so doing, the natural language can b
bread, one might also get milk along with it. Thus assoaiatiditilized to fully explain fuzzy association rules. There @wo
rules can assist decision makers to scope out the possibie it phases in the proposed method. One is to find large 1-itemsets
that are likely to be purchased by consumers. Meanwhile by scanning the database once, and the other is to establish
facilitates planning marketing strategies [2]. a fuzzy FP-tree by scanning the database twice. Then, one

This paper mainly focuses on the association rule tecgenditional pattern base and one conditional fuzzy FPuwiéle
nique. In the conventional association rule algorithmnsaag b€ extracted from each node in a fuzzy FP-tree to generate the
database takes enormous time particularly when one u§égzy association rules.
Apriori algorithm, which often affects the efficiency in dat
mining. To solve the drawback aforementioned, Han et al. The remaining parts of this paper are organized as fol-

[5] proposed a mining method, called Frequent-Pattern irowfows. Some literature reviews including Apriori algorithFP-
growth algorithm and Fuzzy partition method will be in Sec-
Chien-Hua Wang is with the Department of Information Managetion 2. The proposed algorithm for mining fuzzy association
ment, Yuan Ze University, Taoyuan, 32003, Tawan, ROC (émaryles will be described in Section 3. An example to illusirat
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Membershi
Il. LITERATURE REVIEWS S
funct|on“
A. Apriori algorithm 1.0 ke

The most representative method of associations was pro-
posed as Apriori algorithm [1] by Agrawal et al. in 1994,
In Apriori algorithm process, two steps are included. Fist,
finds out the satisfied frequent itemsets of minimum support; ANidth Width Wit
second, it finds out the satisfied rules of minimum confidence. ’ ' '

In other words, we are used to find out information of frequent
itemset and mine all association rules. Apriori algorithen i
continuously repeated to scan database, find out all frequen
itemsets, until it does not produce new candidate itemsets.
Apriroi algorithm does not filter prior candidate itemsets,
that reduces the amount of candidate itemsets to scan.-There Membership
fore, it needs many times to complete scanning a database. In ¢, ion
implementing efficiency, Apriori algorithm is not complgte t
efficient.

0 30 60 Width (xy)

Fig. 1: K = 3 for "Width”

10 frommmmmmmmmope e g

B. FP-growth algorithm

The new concept of FP-growth algorithm was proposed
by Han et al.[5], it can be one of the representations of the
itemsets which do not require candidate generations. It doe
not need association length to proceed phases which generat
candidate itemsets in Apriori algorithm. However, mininghw
Apriori algorithm does not archive the goal efficiently besa Fig. 2: K = 4 for "Width”
it may need many times to scan database and generate a lot
of candidate itemsets. Therefore, FP-growth proceedsste fi
scan in transaction database, it then later filters the &egulinguistic values. For examples = 3 and K = 4 for the
itemsets and gradually increases support. Next, in thensec@itribute "Width” (denoted byz,) that ranges from 0 to 60
scan, establish a FP-tree structure by the transactiobaksta are shown as Figs. 1 and 2, respectively. That is three (i.e.,
Then, use a Header table to allocate each item node in Fmall, middle and large) and four (i.e., small, middle small
tree, each item of tree will link each other. Last, a Head&tedium large and large) various linguistic values are défine
table mines conditional pattern tree which finds out allfrent i Figs. 1 and 2, respectively [7-8].

itemsets in recursive method. It is a very efficient and mgmor In the method, each linguistic value is actually viewed as a
saving algorithm[13]. candidate 1-dim fuzzy grid. TheA }*" can be represented

as follows [7-8]:

Wil idth Width Width
Aut A" R

0 20 40 o Width (x1)

. K
C. Fuzzy partition n?etho_d - P () — max{1 — |z . ml oy @)
The concepts of linguistic variables were proposed by Zadeh

[16-18] and it is reasonable that we view each attribute as/éhere

linguistic variable. Formally, a linguistic variable is afac- x _ m+(M—m)(iy —1) 5
terized by a quintuple [12,19] denoted by, {'(x), U, G, M). Ahy = K—1 ’ 2)
Here, in whichz is the name of the variabl&;(z) denotes the (M —m)

set of names of linguistic values or terms, are linguisticogo b =2 €)

or sentences in a natural language [B];denotes a universe o o K-1 o ]

of discoursef is a syntactic rule for generating valuesagf Whereix is a linguistic value ofK linguistic values in the

and M is a semantic rule for associating a linguistic valullnguistic variable forl < iy < K, and M andm are the

with a meaning. maximum value Qnd the minimum value of the domain interval
Using the simple fuzzy partition method, each attribute c&lj Width, respectively.

be partitioned by various linguistic values. The simpleziuz

partition methods have been widely used in pattern reciognit lll. THE PROPOSED METHOD

and fuzzy reason. For example there are the applications tdue to the growth in information technology has been

pattern classification by Ishibuchi et al. [9], to fuzzy redur rapidly developed, it makes store and management in daabas

networks by [10], and so the fuzzy rule generation by [14].be more important. In recent years, large database and data
In the simple fuzzy partition method#, various linguistic warehouse are applied vastly. In general transactionse hug

values are defined in each quantitative attribléifds also pre- data need to be analyzed, including useful information and

specified before executing the proposed method. Triangutiata. By each transaction record, we can search for the-corre

and trapezoid membership functions are usually used for tla¢gion among one and another. This section explains that how

971



International Journal of Information, Control and Computer Sciences
ISSN: 2517-9942
Vol:4, No:5, 2010

FFP-growth algorithm can be applied onto great transaction
database and mine useful information. Furthermore, iwalo

decision makers or businesses implement great marketing
strategies or market planning. \ 4

Proceal fuzzy partition method

Scan one:
A. FFP-growth algorithm
Input:

a. A body ofn quantitative transaction data;
b. Minimum fuzzy support (min FS); 4
¢. Minimum fuzzy confidence (min FC);

d. A linguistic value on every linguistic valué,
Output: A set of fuzzy association rules. establi sh FFPRtree
Step 1: First, we apply fuzzy partition method to partition

items into attributes.
Step 2: Count the scalar cardinalities of every fuzzy region
after partitioning as the counting value. Establi sh conditiond pattern base and
Step 3: Choose the maximum region from counting value
of each item as feature value of item.
Step 4: During scan one, find out the correspondences of
min FS large 1-itemset, and establish Header table. ‘l‘

Step 5: According to the Header table, we renew and build

fuzzy set of transaction table.

Step 6: During scan two, we establish a Fuzzy FP-tree.
Step 7: The item of Header table is mined sequence in A4

descending order, and established each node of FFP-tree of End
conditional pattern base. Establish a conditional FFE-foe
each conditional pattern base. Next, repeat FFP-tree ggoce
mining, and mine frequent pattern of conditional FFP-tree
in ascending order. Finally, if the conditional FFP-tree is
contained one path, it will list all patterns.

find large 1-itemset

Scan two:

A

conditional FFRtreerespectively

Mine fuzzy asdation rules

Fig. 3: The framework of this research

TABLE I: The ten transaction used in the example

Step 8: Using the following substeps mining fuzzy associ- TD _ Items
a(t")er.“iesl'l auent iemeet 1 (A1.(C3 06 F9
a) List all frequent itemsets. ) B 3) (C.5) (D. 7). (E 5) (F 10
(b) Count the confidences for all frequent itemsets. If they (B, 3), (C,5). (0, 7). (£, 5). (F, 10)
. : L 3 (A 8) (B 4), (E 3), (F 13)
satisfy the confidences, then fuzzy association rules are
generated. 4 (A 2),(8B 1), (C 3) (D 8),(E 6), (F 8)
5 (B, 5) (E 10), (F, 7)
B. Research framework 6 (A2(C95. 0 6) (13
The paper utilizes fuzzy partition method which each trans- S S
action item was treated as a linguistic variable that is @@ro 8 A9 BTG5 O 1) ETFS)
number to partition. Next, apply FP-Growth scan one to find 9 (A3),(C 11), (D, 10), (£ 9). (F 4)

=
o

out large l-itemset. In scan two, a FFP-tree is established. (A9), (B.1), (C, 11), (E, 8), (R, 13)
Further, conditional pattern base and conditional FFE-tre
established, respective. Finally, it uses recursive ntetbdind
out all fuzzy association rules, shown in Fig. 3. for item quantities are used three linguistic terms (Lowgtée
and High) for all the items and are shown in Fig 4.
IV. AN EXAMPLE Here, assume that the predefined min FS and min FC are

In this section, an example is given to illustrate the prepos0.28 and 0.60 respectively. By adopting membership funstio
FFP-growth algorithm. This is an example to show how tHef Fig 2, we only proceed with explanation and produce the
proposed algorithm can be used to fuzzy association rues frresult.
a set of quantitative transactions. The data set includes te Step 1: Apply formula (1), (2) and (3) of fuzzy partition
quantitative transactions, as shown in Table 1. Each tcdiosa method which item attributes proceeded with partition, and
is composed of a transaction identifier and items purchasget the result of fuzzy set after partition, shown as Table 2.
There are six items, respectively beidg B,C, D, E and F’ Step 2: The scalar cardinality of each fuzzy region in the
to be purchased. Each item is represented by a tuple (itéransactions is calculated as the counting value. Takeutreyf
name, item amount). In additional, the membership funetioregion A.Low as an example. Its scalar cardinality is (1.0 + 0
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TABLE II: The fuzzy sets after partition

TID | Fuzzy Sets
1 ( 1.000 ) ( 0.667 + 0.333 ) ( 0.167 + 0.833 ) ( 0.667 + 0.333 )
A.Low )’ \ C.Low C.Middle )’ \ D.Low D.Middle ' \ F.Middle F.High
2 (0.667 + 0.333 ) (0.333 + 0.667 ) ( 1.000 ) <0.333 + 0.667 ) ( 0.500 + 0.500 )
B.Low B.Middle ' \ C.Low C.Middle )’ \ D.Middle )’ \ E.Low E.Middle )’ \ F.Middle F.High
3 ( 0.883 4 0.167 ) ( 0.500 + 0.500 ) ( 0.667 + 0.333 ) ( 1.000 )
A.Middle A.High)' \ B.Low B.Middle )’ \ E.Low E.Middle )’ \ F.High
4 (0.833 + 0.167 ) (1.000) (0.667 + 0.333 ) ( 0.167 + 0.833 ) (0.167 4 0.833 ) ( 0.833 + 0.167 )
A.Low " A.Middle)' \B.Low )' \T.Low ' C.Middle )’ \D.Middle ' D.High)' \E.Low ' E.Middle)' \F.Middle ' F.High
5 ( 0.333 + 0.667 ) ( 0.500 + 0.500 ) ( 1.000 )
B.Low B.Mziddle ]’ \ E.M1iddle E.High)' \ F.High
6 (0.833 4 _0.167 ) (0333 4 _0.667 ) (0.167 4 0833 ) ( 1.00 )
A.Low A.Middle )' \ C.Low C.Middle /' \ D.Low D.Middle)' \ E.High
7 (0667 4+ —0.333 ) (0.167 4+ _0.833 ) ( 1.000 ) (0A167 4+ _0.833 ) ( 0.500 _ . _0.500 )
B.Low B.Middle )* \ C.Low C.Middle )’ \ D.High)' \ E.Low E.Middle )’ \ F.Middle F.High
8 (0.500 4 —0.500 ) (14000) (0333 4+ 0.667 ) ( 0333 | _0.667 ) ( 1.000 ) (0333 4 _0.667 )
A.Low " A.Middle)' \B.Low)' \C.Low ' C.Middle )’ \D.Middle ' D.High)' \E.High)' \F.Low ' F.Middle
9 (0.667 + 0.333 ) ( 0.333 + 0.667 ) ( 0.500 + 0.500 ) ( 0.667 + 0.333 ) ( 0.500 + 04500)
A Low " A.Middle)' \C.Middle ' C.High)' \D.Middle ' D.High)' \E.Middle ' E.High)' \F.Middle ' F.High
10 ( 0.667 + 0.333 ) ( 1.000 ) ( 0.333 + 0.667 ) ( 0.667 + 0.333 ) ( 1.000 )
A Middle © A.High)' \B.Low /' \C.Middle ' C.High)' \E.Middle ' E.High)' \F.High
Membership TABLE IV: Header table
fur’ction‘
10| » ‘ Item Count
| | D.Middle | 5.333
i i E.Middle | 5.000
| 4 F.Middle | 4.667
| | B.Low | 4.167
i ; C.Middle | 4.167
0+ 7 13" i
Number of purchasing A.Low 3.833

Fig. 4: The membership functions are used in the example

TABLE V: The new fuzzy sets from Table 2

TABLE III: The countings of the fuzzy regions o Fuzzy Sets
Item Count Item Count ltem Count 1 D%ffd?)dze* F.(I)\;IG'i?ilee’ O.g\fsi?:ile’ Al.'g(c);?u
A.Low 3.833 | C.Low 2.50 E.Low | 1.167 2 1.000 0.667 0.500 0.667 0.667
D.Middle' E.Middle' F.Middle’' B.Low' C.Middle
A.Middle | 2.667 | C.Middle | 4.167 | E.Middle 5.0 3 0.667 0.500 0
- - - E.Middle' B.Low' A.Low
A.High | 0.500 | C.High | 1.333 | E.High | 2.833 2 0.833 0833 0833 0.333 0833
B.Low 4.167 D.Low 0.333 E.Low 0.833 D.Middle' E.Middle' F.Middle' B.Low “C’.Iv[zddle. A.Low
5 OAS_UO , 1.0_00 , 0.333
B.Middle | 2.833 | D.Middle | 5.333 | F.Middle | 4.667 B.Middle® F.Middle® A-Low
6 0.833 0 0.667 0.833
B.High 0 D.High 1.333 F.High 3.50 D.Middle’ E.Middle' C.Middle' A.Low
7 1.000 0.167 0.500 0.667 0.333
D.Mziddle' E.Middle' F.Middle' B.Low' C.Mziddle
8 0.333 1.000 0.667 0.667 0.500
_ . D.Middle' E.Middle' F.Middle' B.Low' C.Middle' A.Low
+0 + 0.833 +0 + 0.333 + 0 + 0.50 + 0.667 + 0) = 3.833; 5 0500 0667 0.500 0333 0667
The step is repeated in the other regions and the results are D.Middle® E.Middle® F.Middle® C.Middle® A.Low
. 0.833 0 1.000 0.333 0
shown in Table 3. 10 E.Middle' F.Middle' B.Low' C.Middle® A.Low

Step 3: The fuzzy region with the highest counting among
the three possible regions for each item is found. Take item

A as an example. Its counting is 3.833 for Low, 2.667 fathe transaction table from Table 2. The new fuzzy set is shown

Middle, and 0.500 for High. Since the counting for Low isas Table 5.

the highest among the three countings, so the region A.LowStep 6: In the second process of scan, establish a fuzzy

is used to represent the item A. The step is repeated for fhe-tree, shown as Fig 5.

other items. Thus, "Low” is chosen for B, "Middle” is chosen Step 7: The item of Header table is mined sequence in
for C, "Middle” is chosen for D, "Middle” is chosen for E descending order, and establish each node of FFP-tree of

and "Middle” is chosen for F.

Table 4.
Step 5: According to the Header table, rebuild fuzzy set &f shown in Table 6.

conditional pattern base. For each conditional patterrebas
Step 4: During scan one, find out the correspondencesesitablish a conditional FFP-tree. Next, repeat the FFPanel
large 1-itemset of min FS. And establish a descending dateoceed mining which is ascended to include a frequentipatte
table by the fuzzy value of each transaction data, shown df conditional FFP-tree. Finally, if the conditional FFRfee is
contained one particular path, all patterns are listed.réhelt
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TABLE VI: The production of frequent patterns

Item Conditional Pattern-Base Conditional FFP-Tree| Generate frequent patterns
{(A.Low),(D.Middle)}
<(E.Middle),(F.Middle),(B.Low)> <(D.Middle):4> {(A.Low),(E.Middle)}
<(E.Middle),(F.Middle),(B.Low), (C.Middle} <(E.Middle):5> {(A.Low),(F.Middle)}
A.Low <(D.Middle),(F.Middle),(C.Middle)> <(F.Middle):5> {(A.Low),(C.Middle)}
<(D.Middle),(E.Middle),(F.Middle), (C.Middle) <(B.Low):3> {(A.Low),(B.Low)}
<(D.Middle),(E.Middle),(F.Middle),(B.Low), (C.Middle} {(A.Low),(D.Middle), (E.Middle),(F.Middle),
(C.Middle),(B.Low) }
<(E.Middle),(F.Middle), (B.Low)> <(D.Middle):4> {(C.Middle),(D.Middle)}
<(D.Middle),(F.Middle)> <(E.Middle):4> {(C.Middle),(E.Middle}
C.Middle | <(D.Middle),(E.Middle)> <(F.Middle):4> {(C.Middle),(F.Middle}
<(D.Middle),(E.Middle),(F.Middle)> <(B.Low):2> {(C.Middle),(D.Middle),(E.Middle), (F.Middle)
<(D.Middle),(E.Middle),(F.Middle), (B.Low)
<(E.Middle), (F.Middle}> <(D.Middle):1>
B.Low <(D.Middle),(E.Middle),(F.Middle)> <(E.Middle):2> *
<(F.Middle):3>
<(E.Middle)> <(D.Middle):2>
F.Middle | <(D.Middle)> <(E.Middle):2> *
<(D.Middle),(E.Middle)>
E.Middle | <(D.Middle)> <(D.Middle):1> *
D.Middle | = * *

Step 8: Using the substeps to mine fuzzy association rulesThe five rules can then serve as meta-knowledge concerning

as below. the given transactions.
(a) List all frequent itemsets.
C.Middle = D.Middle V. AN EXPERIMENT RESULTS

C.Middle = E.Middle
C.Middle = F.Middle
A.Low = D.Middle
A.Low = F.Middle
(b) Count the confidences for all frequent itemsets,
if it is greater than or equal to min FC then fuzzy associati
rules.
C.Middle = D.Middle with
FC (C.Middle=- D.Middle) = 0.840:
If a middle number of item C is bought, then a middl
number of item D is bought.
C.Middle = F.Middle with

The experiment results were proposed method with different
database sizes which are set (including 10,000 and 20,000
transaction records generated randomly) and minimum FS, we
will discuss the effects caused by execution time (by second
and association rules. We were implemented in Visual Basic
%' and designed Apriori and FFP-growth on an Intel Pentium
IV personal computer with 1.70 GHz and 512 MB RAM. In
each transaction record, purchased items and numbers were
randomly generated. But, purchased numbers cannot exceed
%en units and no purchased items should be repeated. The
membership functions were shown in Fig. 6. And set minimum

FC (C.Middle= F.Middle) = 0.641: FC as 0, we get experiment r-esults shovyn as table 7.
; . . . Table 7 includes the data mined by Apriori and FFP-growth.

If a middie number of item C is bought, then a mICIOII?/Ve find that minimum FC get smaller from table 7, it generates
number of item F is bought. getst - 1L G

C.Middle — E.Middle with more and more fuzzy association rules. In execution time, th

FC (C.Middle= E.Middle) = 0.600 proposed method outdoes Apriori algorithm. It is espegiall

If a middle number of item C is bought, then a middlglear.When minimum FC gets smaller. It proved that_ by
number of item E is bought applying FFP-growth to generate frequent patterns canhhigh
ALow — D.Middle wi.th promote the overall efficiency in execution. Furthermohe, t

FC (A.Low = D.Middle) = 0.869: smaller minimum FS seemed not to affect the execution time

If a small number of item A is bought, then a middle numbeorf the method proposed.
of item D is bought.

A.Low = F.Middle with VI. CoNncLusIONS
FC (A.Low = F.Middle) = 0.652: The main emphasis of this paper is to propose a fuzzy
If a small number of item A is bought, then a middle numbetata mining technique to find fuzzy association rules bygisin
of item F is bought. the fuzzy partition method and FP-growth. The features the
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TABLE VII: The experiment results

10,000 transaction records 20,000 transaction records
min FS Apriori Algorithm FFP-growth Algorithm Apriori Algorithm FFP-growth Algorithm
Execution Rule Execution Rule Execution Rule Execution Rule
time numbers time numbers time numbers time numbers
0.02 612 345 58 243 1342 328 69 239
0.03 583 276 42 175 1183 268 50 189
0.04 323 103 42 167 672 118 50 171
0.05 286 103 22 98 581 105 39 109
0.06 86 103 22 85 189 105 38 92
0.07 21 35 15 61 45 39 31 76
0.08 21 35 11 58 45 35 23 62
0.09 21 35 11 58 45 35 23 62
0.10 21 35 11 58 45 35 23 62
Membership
function Data Bases, pp.487-499, 1994.
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the FP-tree. In other words, whéris bigger, the storage space  Vol. 8, no. 3, pp.199-249, 1975.

is bigger; whereas when the recordable number of transactld’] zadeh. L. A. (1975), “The Concept of a Linguistic Variatand Its

. A . K R Application to Approximate Reasoninglhformation Science (part 2),
is bigger, the storage space is bigger. However, saving the ng& no. 4, pp.%%l—357, 1975, 9 (part 2)

number of the linguistic valu@ and storage space in the[18] zadeh, L. A. (1976), “The Concept of a Linguistic Vareband Its
FP-tree will be another issue to ponder. It occurs to us that SPPicaton to Approximate Reasoningfhformation Science (part 3)
managing the storage space requires the further discussiom g Zim,ﬁerrﬁaﬁrﬁp,q. -J.Fuzzy sets, Decision making and expert systens,
the future. Kluwer, Boston, 1991.

Fig. 6: The membership functions are used in the experimqﬂt
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