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Abstract—In recent years, a wide variety of applications are
developed with Support Vector Machines -SVM- methods and
Artificial Neural Networks -ANN-. In general, these methods depend
on intrusion knowledge databases such as KDD99, ISCX, and
CAIDA among others. New classes of detectors are generated by
machine learning techniques, trained and tested over network
databases. Thereafter, detectors are employed to detect anomalies in
network communication scenarios according to user’s connections
behavior. The first detector based on training dataset is deployed in
different real-world networks with mobile and non-mobile devices to
analyze the performance and accuracy over static detection. The
vulnerabilities are based on previous work in telemedicine apps that
were developed on the research group. This paper presents the
differences on detections results between some network scenarios by
applying traditional detectors deployed with artificial neural networks
and support vector machines.
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[. INTRODUCTION

UE to evolution of new technologies the number of

security threats over communication networks has
increased. Recent malware attacks increases research activity
in computer security developing different elements such as
Intrusion Detection System -IDS. IDS are components located
in a host or networks to monitor data connections for generate
alerts based on policy intrusions and malicious events. IDSs
are an effective tool to detect zero-day attack compared to
firewall, antivirus, and other security tools [1]. According to
network properties and location, IDS are usually classified
into two types, Host Intrusion Detection System —HIDS and
Network Intrusion Detection System —NIDS [2], [3]. HIDS are
susceptible to malware attacks by its poor visibility of network
state, thus NIDS performance to monitor the network is higher
than HIDS [4]. Related works in IDS field defined two main
categories based on detection approaches: anomaly detection
and misuse detection [1]-[5]. Anomaly detection has a wide
range of applications such as natural sciences, medicine, and
data security, among others. The anomaly detection approach
in computer security is commonly carried-out by machine
learning techniques, as Support Vector Machines -SVM and
Artificial Neural Networks -ANN. SVM and ANN are
classification methods in supervised machine learning
discipline; they are represented in Fig. 1 [6]. SVM has
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additional advantages over some other techniques. Some of
these advantages are higher accuracy on attack detection, and
convergence time.
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Fig. 1 Intrusion Detection System Taxonomy

Recently, telemedicine apps are developed to monitor
health of patients by taking advantage of modern sensors and
connectivity in smartphones and [oT —Internet of Things—
appliances. Nevertheless, a wide number of medical apps have
been affected by multiple vulnerabilities as it is explained in
[7]. To diminish the risk of such vulnerabilities it is necessary
to improve detection and prevention systems according to
standards of computing security and to ensure the user
information. Machine learning techniques are effective
solutions in order to detect and prevent vulnerabilities on
mobile apps.

Several studies have employed ANN techniques in
computer security for detecting new threats such as zero-day
attacks [5], [8], [9]. ANN commonly has five main processes:
create the network, configure the weights and biases, training,
validation, and testing network processes. In Artificial Neural
Networks, the training process has a high computational cost
but the classification process is highly efficient. In this case,
the neural network is represented by a feed-forward model.
Multiclass processes are useful in ANN for modeling multiple
features and generate a simple target. In 2014, Devaraju and
Ramakrishnan compared the performance with multiple
classifiers based on different types of neural networks for IDS.
Feed-Forward Neural Network -FFNN was tested against
Denial-of-Service -DoS, Probe, Remote-to-Local -R2L and
User-to-Root -U2R attacks. With this approach, the efficiency
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for detecting Probe attacks was high. They are widely used in
pattern recognition [10].

Instead of traditional process of machine learning
techniques, SVM compute the features through kernels. The
kernels are powerful elements to process data and solve the
complexity of multiclass classification. Therefore, the
accuracy (low false positives) on profiles generated is more
efficient on SVM. Macek et al. [11] worked with SVM to
reduce the false negative rates detecting U2R and R2L attacks
with accuracy changes. SVM as machine learning technique is
very effective against common attacks [11]. Hasan et al. in
2014, worked with SVM and Random Forest- RF improving
the common KDD99 dataset to train and test machine learning
methods. SVM as technique in machine learning was effective
with probes attacks and other type of attacks [12].

The results are according to detection rate from SVM and
ANN techniques testing stage, when the detectors are tested in
different network scenarios.

The paper is divided in five sections. In Section II, the
processing methods and machine learning techniques are
explained. In Section III, the results are defined by statistics
correlations based in Root Mean Squared Error measure and
comparing the differences between each detector. In Section
IV an analysis according to the targets and results are
discussed to science contribution. Finally, in Section V a
conclusion about the difference of training data in each
detector is presented.

1I. PROCESSING METHODS AND MACHINE LEARNING
TECHNIQUES FOR INTRUSION DETECTION SYSTEM

A. Data Collection and Feature-Selection Method

Datasets were collected with Spleen application from
network connections [13], [14]. Data has similar features from
Knowledge Discovery Databases, such as KDD99 [15].
Datasets acquired by Spleen has additional attributes and
labeled to normal or abnormal behavior. Labels are filtered
according to protocols, ports, IP address among others
network features. The best representative features were
processed by Principal Component Analysis —-PCA method.
PCA delete the redundant information based on the null fields
and low feature variation between each connection. PCA as
unsupervised method is effective for non-linear of a high
dimensional data [16].

Features selected are based on Basic and Behavior Change
Detector -BCD attributes. The information collected by Spleen
application is based on connection or packet features. Basic
features are represented by information collected through
connections. The host traffic features are based on different
states of the data sent between client-server as on Table I.

The BCD features selected are the average of the payload
size represented in bytes, host-client count in the last 255
connections, connections from the client to the current host
and States SO and others connections to the current host.
Machine learning techniques are multi-class process trained
with 8 input variables selected.

TABLEI
INFORMATION COLLECTED BETWEEN CLIENT-SERVER BASED ON THREE
HAND-SHAKE PROCESS

State Description
SF Successful Connection
S0 An initial Synchronization packet was send but there is not response
from the server
S1 Three-hand shake process successful but there is not packets activity
S2 Successful connection, client close the connection
S3 Successful connection, server close the connection
RSTO Reset connection from source
RSTR Reset connection from destination
REJ Reject connection, a synchronization packet send a RST packet
OTH Other

B.Feed-Forward Neural Network as Machine Learning
Technique

Presently a multiple input nonlinear neural networks are
deployed in different applications and similar stages: training,
validation and testing stage. Feed-Forward Neural Network -
FFNN such as supervised model, it is trained based on weights
and biases to optimize the results on testing. According to
taxonomy of neural network architectures, FFNN are
classified into three types: single-layer perceptron, multilayer
perceptron, and radial basis function networks [17]. The data
classification is performed by prediction over different epochs
during short processing times [1]. FFNN algorithm is
Multilayer Perceptron -MLP. This algorithm is composed by
two phases, forward phase and computational phase of an
error signal as represented in (1). In the equation, d; is the
desired response and Y; represents the real output. The MLP
algorithm learns whereas is trained; changing weights after the
data is processed. Learning method occurs when there is a
difference between a minimum errors compared to expected
output [10].

e =d;—y (D

MLP network has multiple layers that represent connections
between the neurons of each layer to the next layer. MLP
architecture usually has three layers: Input layer, hidden layer
and output layer. Resulting network is approximate to any
nonlinear function. Then the total error is estimated by total
output neurons as in (2), where m is the number of neurons on
the output node [18].

m

er =3 ) (= y)? @

i=1

The output layer is based on targets: normal behavior or
anomaly behavior. The algorithm is with usual sigmoid
function as activation function and data was normalized to 0
and 1 values. The normalization is to generate an optimization
in training stage. The ANN computational model is shown in
Fig. 2.
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Fig. 2 Architecture of a multi-layer perceptron network

C.Support Vector Machines as Machine

Technique

Despite SVM is a solution in multiple computer security
applications; however, it is not a stable technique for IDS non-
linear classification [19]. The learning algorithm is based on
Stefan Rueping’s work and is shown in (3). L is the number of
samples divided by the number of vectors. [20], [21]. The
algorithm is well suited for regression and classification
methods.

Learning

Ww,§,E) = 3 W) + C(Tier & + L Ties &) 3)

Multi-class data is processed by polynomial kernels from
SVM approaches. The polynomial kernel is shown in (4) with
d as the SVM kernel parameter degree. Polynomial kernel has
a correct performance with normalized data in training stage
[21].

k() = (x*y+1)? 4

Convergence epsilon is an optimizer parameter selected to
specify the accuracy on Karush-Kuhn-Tucker conditions.
Karush-Kuhn-Tucker as mathematical conditions to optimize
a solution can solve problems for machine learners [22]-[24].
Support Vector Machines architecture was organized such as
in Fig. 3 to train, validate, and test each network data.
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Fig. 3 SVM structure tested with four real-network datasets

D.Network Scenarios

Each network scenario has a number of connections based
on the user’s connections and request to services. Three way
handshake process represents a frame of real-data transmission
in a network connection and it is obtained with Spleen as it is
shown in Fig. 4. Spleen is an application for monitoring
network connections by record behavioral features in the
segment. The connections are based on mobile and non-
mobile devices and the network architecture is based on
Telemedicine apps running onto mobile devices.

1. LAN MZ Network

Subnetwork with management data traffic with a VLAN
topology. Militarized zone is a special segment of the local
network with E-mail server, Web Server, DHCP server among
others. Lan MZ dataset has approximately 111.000
connections and typical services as HTTPS, HTTP,
WINDOWS DS, RRAC.

2. Server’s Network

Is a scenario with DNS, Streaming, DHCP, Web servers
and a special firewall configuration. Servers network dataset
has approximately 100.100 connections.

3. Wireless Network

It is the largest network of use and coverage, Wireless
dataset has approximately 105.000 connections and typical
services as e-mail, streaming, data, and audio transmission.

4. Wired Network

It is a network in a private environment with World Wide
Web traffic and different request services. Wireless dataset has
approximately 35.000 connections and 20 target host.
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Fig. 4 Representation of real-data transmission in a network
connection through a three-handshake process
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III. ACCURACY AND DETECTION RATES

The attacks were labeled as numerical input in each
machine learning technique. A normal behavior is labeled as
value of zero and attack is labeled with one value. Attacks
type was probes. In Fig. 5 is illustrated the Root Mean
Squared Error -RMSE results in ANN and SVM techniques.
RMSE is shown in (5). The difference between A and F is the
estimated parameter and the result [17].

N
1
RMSE = |2 [(4, — F)J? (5)
t=1

According to detection, rates in SVM and ANN to create
detectors the accuracy was tested by classification operators
and the results were false positives. The effectiveness in SVM
technique to detect abnormal behaviors was better than ANN
detectors; therefore, the accuracy is higher in SVM. The false
positives in each artificial intelligence technique are shown in
Fig. 6.
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Fig. 5 (a) Root Mean Squared Error in Artificial Neural Network
results with internal examples training and testing, (b) Root Mean
Squared Error in Support Vector Machines results with internal
examples training and testing
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Fig. 6 False Positives rate on Support Vector Machines and Artificial
Neural Networks detectors

IV. DISCUSSION AND ANALYSIS

Different intrusion detectors are deployed by methods of
machine learning every day. However, the increasing of
malware attacks, insider, and outsider vulnerabilities, policy
violations in companies undertake the researches based on
security information to be effective. The effectiveness in a
machine learning technique is according to training samples
and its adaptability to a network features.

Results are based on training stage. Weights and biases are
the input samples from the training dataset to each network.
As expected in ANN and SVM, the best performance is when
each network is trained with internal datasets samples. The
difference is during testing stage, where a dataset is processed
by a classifier and tested over the same data or other dataset.
RSME in SVM training stage had the best performance.
Therefore by results, the average difference value between
training with internal and external samples was 32%, whereas
a 0.05% in the same network. Multiple solutions are proposed
for the dissimilarity between communication networks
behavior as transfer learning. Transfer learning is still in
research and does not fit properly to the changes of network
features.

V.CONCLUSION

Detectors as result of machine learning techniques are
deployed in different applications for multiple targets.
Although the neural networks and Support Vector Machine
are useful techniques for the adaptive learning and flexibility
to network variations, it has not a reliable accuracy when the
detector is tested in dissimilar networks scenarios. Anomaly
detection is a convenient method of learning to detect new
security threats and reduce the search space compared with
misuse detection.

Old Datasets used in multiple approaches are useful to
estimate new detectors and evaluate its effectiveness but not
for detection in real network with dissimilar features. New
data collection is necessary to detect new attacks deployed
every day.
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