
International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:10, No:1, 2016

171

 

 

de
Ar
on
CA
ma
da
ne
be
dif
an
vu
we
dif
ap
an
 

ne
ma

in
in 
In
in 
ale
ar
fir
ne
in
Ne
su
sta
th
ca
an
ra
da
in 
lea
Ar
cla
di
 

Mi
edw
car

D

Abstract—In 
eveloped with 
rtificial Neural 
n intrusion kno
AIDA among o
achine learnin

atabases. Therea
etwork commun
ehavior. The fir
fferent real-wor

nalyze the perf
ulnerabilities are
ere developed 
fferences on de

pplying tradition
nd support vecto

Keywords—A
etworks, netwo
achines. 

UE to ev
security t

creased. Rece
 computer se

ntrusion Detect
 a host or netw
erts based on 

re an effective
rewall, antivir
etwork proper
to two types, 
etwork Intrusi

usceptible to m
ate, thus NIDS
an HIDS [4]. 

ategories base
nd misuse det
ange of applic
ata security, am
 computer se
arning techniq
rtificial Neur
assification 
scipline; they

Edward Guillén
ilitary Universi
ward.guillen@un
rlos.ramos@unim

A

D

recent years, 
Support Vecto

Networks -ANN
owledge datab
others. New cl
g techniques, 
after, detectors 
nication scenar
rst detector base
rld networks wi
formance and a
e based on prev
on the resear

etections results
nal detectors dep
or machines. 

Anomaly det
ork intrusion 

I. INTR

olution of ne
threats over 
ent malware a
ecurity develo
tion System -I
works to moni
 policy intrus
e tool to dete
rus, and other
rties and loca

Host Intrusio
ion Detection 

malware attack
S performance
Related work

d on detection
tection [1]-[5]
ations such as
mong others. 
ecurity is com
ques, as Supp
ral Networks
methods in 
y are represe

n, Jeisson Sánche
ity Nueva G

nimilitar.edu.co, 
militar.edu.co). 

Anoma

a wide variety
or Machines -
N-. In general, 

bases such as 
lasses of detect

trained and 
are employed t

rios according 
ed on training 
ith mobile and n
accuracy over 
vious work in t
rch group. Thi
 between some
ployed with arti

tection, back-
detection syst

RODUCTION 

ew technolog
communicat

attacks increas
oping differen
IDS. IDS are 
itor data conn
sions and mal
ect zero-day 
r security tool
ation, IDS are
on Detection 
System –NID

ks by its poor v
e to monitor th
ks in IDS fiel
n approaches:
]. Anomaly de
s natural scien
The anomaly

mmonly carri
port Vector M
s -ANN. SV

supervised 
ented in Fig.

ez, and Carlos O
Granada Bogotá

g

ly Det
Tel

Edward

y of applicatio
-SVM- method
these methods 
KDD99, ISCX

tors are genera
tested over n
to detect anoma
to user’s conn
dataset is deplo
non-mobile dev
static detectio

telemedicine ap
is paper presen
 network scena
ificial neural ne

-propagation 
tems, support 

gies the numb
tion network
ses research a
nt elements su
components lo

nections for ge
licious events.
attack compa
ls [1]. Accord
e usually cla
System –HID

DS [2], [3]. HID
visibility of ne
he network is 
d defined two
: anomaly det
etection has a
nces, medicin

y detection app
ied-out by ma

Machines -SVM
VM and ANN

machine le
. 1 [6]. SVM

O. Ramos are w
á, Colombia
gissic@unimilitar

tection
lemed
d Guillén, Jei

 

ons are 
ds and 
depend 
X, and 
ated by 
network 
alies in 

nections 
oyed in 
vices to 
n. The 

pps that 
nts the 

arios by 
etworks 

neural 
vector 

ber of 
s has 

activity 
uch as 
ocated 

enerate 
. IDSs 

ared to 
ding to 
ssified 

DS and 
DS are 
etwork 
higher 

o main 
tection 
a wide 
ne, and 
proach 
achine 
M and 
N are 
arning 

M has 

with the 
(e-mail: 

r.edu.co, 

add
thes
con
 

 
R

heal
conn
app
been
[7]. 
to i
stan
info
solu
mob

S
com
atta
crea
vali
Net
but 
the 
Mul
feat
Ram
clas
Fee
Den
Use

n with
dicine N

sson Sánchez

ditional advant
se advantages 
vergence time

Fig. 1

Recently, tele
lth of patients
nectivity in s
liances. Never
n affected by 
To diminish 

improve detec
ndards of co
ormation. Ma
utions in orde
bile apps. 

Several studie
mputer security
cks [5], [8], [9
ate the networ
idation, and te
tworks, the tra
the classifica
neural netwo

lticlass proces
tures and gene
makrishnan c
ssifiers based o
d-Forward N

nial-of-Service
er-to-Root -U2

h ANN
Netwo
z, Carlos Om

tages over so
are higher ac

e. 

1 Intrusion Dete

emedicine app
s by taking ad
smartphones 
rtheless, a wid
multiple vuln

the risk of suc
ction and pre
mputing secu
achine learni
er to detect 

es have em
y for detectin
9]. ANN com
rk, configure t
esting network
aining process
ation process i
ork is represen
sses are useful
erate a simple
compared the
on different ty

Neural Networ
e -DoS, Prob
2R attacks. W

N and S
orks 
mar Ramos 

ome other tec
ccuracy on att

ection System T

ps are devel
dvantage of m
and IoT –Int

de number of m
nerabilities as
ch vulnerabilit
evention syste
urity and to 
ing techniqu
and prevent 

mployed ANN
ng new threats
mmonly has fiv

the weights an
k processes. In
s has a high c
is highly effic
nted by a fee
l in ANN for m
e target. In 20
e performanc
ypes of neural 
rk -FFNN w

be, Remote-to
ith this approa

SVM 

hniques. Som
ack detection,

 

Taxonomy 

loped to mo
modern sensors

ternet of Thi
medical apps 
 it is explaine
ties it is neces
ems accordin

ensure the 
ues are effec

vulnerabilitie

N techniques
s such as zero
ve main proce
nd biases, train
n Artificial Ne
computational 
cient. In this c
ed-forward mo
modeling mul
014, Devaraju
ce with mul
networks for 

was tested ag
o-Local -R2L 
ach, the effici

for 

me of 
, and 

nitor 
s and 
ngs– 
have 
ed in 
ssary 

ng to 
user 

ctive 
s on 

s in 
o-day 
sses: 
ning, 
eural 
cost 

case, 
odel. 
ltiple 

u and 
ltiple 
IDS. 

gainst 
and 

iency 



International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:10, No:1, 2016

172

 

 

for detecting Probe attacks was high. They are widely used in 
pattern recognition [10]. 

Instead of traditional process of machine learning 
techniques, SVM compute the features through kernels. The 
kernels are powerful elements to process data and solve the 
complexity of multiclass classification. Therefore, the 
accuracy (low false positives) on profiles generated is more 
efficient on SVM. Macek et al. [11] worked with SVM to 
reduce the false negative rates detecting U2R and R2L attacks 
with accuracy changes. SVM as machine learning technique is 
very effective against common attacks [11]. Hasan et al. in 
2014, worked with SVM and Random Forest- RF improving 
the common KDD99 dataset to train and test machine learning 
methods. SVM as technique in machine learning was effective 
with probes attacks and other type of attacks [12]. 

The results are according to detection rate from SVM and 
ANN techniques testing stage, when the detectors are tested in 
different network scenarios. 

The paper is divided in five sections. In Section II, the 
processing methods and machine learning techniques are 
explained. In Section III, the results are defined by statistics 
correlations based in Root Mean Squared Error measure and 
comparing the differences between each detector. In Section 
IV an analysis according to the targets and results are 
discussed to science contribution. Finally, in Section V a 
conclusion about the difference of training data in each 
detector is presented. 

II.  PROCESSING METHODS AND MACHINE LEARNING 

TECHNIQUES FOR INTRUSION DETECTION SYSTEM 

A. Data Collection and Feature-Selection Method 

Datasets were collected with Spleen application from 
network connections [13], [14]. Data has similar features from 
Knowledge Discovery Databases, such as KDD99 [15]. 
Datasets acquired by Spleen has additional attributes and 
labeled to normal or abnormal behavior. Labels are filtered 
according to protocols, ports, IP address among others 
network features. The best representative features were 
processed by Principal Component Analysis –PCA method. 
PCA delete the redundant information based on the null fields 
and low feature variation between each connection. PCA as 
unsupervised method is effective for non-linear of a high 
dimensional data [16].  

Features selected are based on Basic and Behavior Change 
Detector -BCD attributes. The information collected by Spleen 
application is based on connection or packet features. Basic 
features are represented by information collected through 
connections. The host traffic features are based on different 
states of the data sent between client-server as on Table I. 

The BCD features selected are the average of the payload 
size represented in bytes, host-client count in the last 255 
connections, connections from the client to the current host 
and States S0 and others connections to the current host. 
Machine learning techniques are multi-class process trained 
with 8 input variables selected. 

 
 

TABLE I 
INFORMATION COLLECTED BETWEEN CLIENT-SERVER BASED ON THREE 

HAND-SHAKE PROCESS  

State Description 

SF Successful Connection 

S0 
An initial Synchronization packet was send but there is not response 

from the server 
S1 Three-hand shake process successful but there is not packets activity

S2 Successful connection, client close the connection 

S3 Successful connection, server close the connection 

RSTO Reset connection from source 

RSTR Reset connection from destination 

REJ Reject connection, a synchronization packet send a RST packet 

OTH Other 

B. Feed-Forward Neural Network as Machine Learning 
Technique 

Presently a multiple input nonlinear neural networks are 
deployed in different applications and similar stages: training, 
validation and testing stage. Feed-Forward Neural Network -
FFNN such as supervised model, it is trained based on weights 
and biases to optimize the results on testing. According to 
taxonomy of neural network architectures, FFNN are 
classified into three types: single-layer perceptron, multilayer 
perceptron, and radial basis function networks [17]. The data 
classification is performed by prediction over different epochs 
during short processing times [1]. FFNN algorithm is 
Multilayer Perceptron -MLP. This algorithm is composed by 
two phases, forward phase and computational phase of an 
error signal as represented in (1). In the equation, di is the 
desired response and yi represents the real output. The MLP 
algorithm learns whereas is trained; changing weights after the 
data is processed. Learning method occurs when there is a 
difference between a minimum errors compared to expected 
output [10]. 

 
 (1)

 
MLP network has multiple layers that represent connections 

between the neurons of each layer to the next layer. MLP 
architecture usually has three layers: Input layer, hidden layer 
and output layer. Resulting network is approximate to any 
nonlinear function. Then the total error is estimated by total 
output neurons as in (2), where m is the number of neurons on 
the output node [18]. 

 

1
2

  (2)

 
The output layer is based on targets: normal behavior or 

anomaly behavior. The algorithm is with usual sigmoid 
function as activation function and data was normalized to 0 
and 1 values. The normalization is to generate an optimization 
in training stage. The ANN computational model is shown in 
Fig. 2. 
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Fig. 2 Architecture of a multi-layer perceptron network 

C. Support Vector Machines as Machine Learning 
Technique 

Despite SVM is a solution in multiple computer security 
applications; however, it is not a stable technique for IDS non-
linear classification [19]. The learning algorithm is based on 
Stefan Rueping’s work and is shown in (3). L is the number of 
samples divided by the number of vectors. [20], [21]. The 
algorithm is well suited for regression and classification 
methods.  

 

, , ∗ ∑ € ∑ €   (3)
 
Multi-class data is processed by polynomial kernels from 

SVM approaches. The polynomial kernel is shown in (4) with 
d as the SVM kernel parameter degree. Polynomial kernel has 
a correct performance with normalized data in training stage 
[21]. 

 
, ∗ 1 	  (4)

 
Convergence epsilon is an optimizer parameter selected to 

specify the accuracy on Karush-Kuhn-Tucker conditions. 
Karush-Kuhn-Tucker as mathematical conditions to optimize 
a solution can solve problems for machine learners [22]-[24]. 
Support Vector Machines architecture was organized such as 
in Fig. 3 to train, validate, and test each network data. 

 

 

Fig. 3 SVM structure tested with four real-network datasets 

D. Network Scenarios 

Each network scenario has a number of connections based 
on the user´s connections and request to services. Three way 
handshake process represents a frame of real-data transmission 
in a network connection and it is obtained with Spleen as it is 
shown in Fig. 4. Spleen is an application for monitoring 
network connections by record behavioral features in the 
segment. The connections are based on mobile and non-
mobile devices and the network architecture is based on 
Telemedicine apps running onto mobile devices. 

1. LAN MZ Network 

Subnetwork with management data traffic with a VLAN 
topology. Militarized zone is a special segment of the local 
network with E-mail server, Web Server, DHCP server among 
others. Lan MZ dataset has approximately 111.000 
connections and typical services as HTTPS, HTTP, 
WINDOWS DS, RRAC. 

2. Server’s Network 

Is a scenario with DNS, Streaming, DHCP, Web servers 
and a special firewall configuration. Servers network dataset 
has approximately 100.100 connections. 

3. Wireless Network 

It is the largest network of use and coverage, Wireless 
dataset has approximately 105.000 connections and typical 
services as e-mail, streaming, data, and audio transmission. 

4. Wired Network 

It is a network in a private environment with World Wide 
Web traffic and different request services. Wireless dataset has 
approximately 35.000 connections and 20 target host. 

 

 

Fig. 4 Representation of real-data transmission in a network 
connection through a three-handshake process 
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