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Abstract—A SCADA (Supervisory Control And Data 

Acquisition) system is an industrial control and monitoring system for 
national infrastructures. The SCADA systems were used in a closed 
environment without considering about security functionality in the 
past. As communication technology develops, they try to connect the 
SCADA systems to an open network. Therefore, the security of the 
SCADA systems has been an issue. The study of key management for 
SCADA system also has been performed. However, existing key 
management schemes for SCADA system such as SKE(Key 
establishment for SCADA systems) and SKMA(Key management 
scheme for SCADA systems) cannot support broadcasting 
communication. To solve this problem, an Advanced Key 
Management Architecture for Secure SCADA Communication has 
been proposed by Choi et al.. Choi et al.’s scheme also has a problem 
that it requires lots of computational cost for multicasting 
communication. In this paper, we propose an enhanced scheme which 
improving computational cost for multicasting communication with 
considering the number of keys to be stored in a low power 
communication device (RTU). 
 

Keywords—SCADA system, SCADA communication, Key 
management, Distributed networks. 

I. INTRODUCTION 
SCADA (Supervisory Control And Data Acquisition) 
system is an industrial control and monitoring system for 

various national infrastructures. In the past, the SCADA 
systems operated in a closed environment and the security of 
the systems was not considered. Therefore, the SCADA 
systems become vulnerable if they are connected to an open 
network. Nowadays, as a demand for connecting the SCADA 
system to the open network increases, the study of security for 
the SCADA systems has been an issue and encouraged. Several 
key management schemes for the SCADA systems also have 
been proposed already. 
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However, Key establishment for SCADA systems (SKE) [2] 
and Key management scheme for SCADA systems (SKMA) 
[3] have a disadvantage that they cannot support broadcasting 
communication. An Advanced Key Management Architecture 
for Secure SCADA Communication [1] has been proposed by 
Choi et al. to solve this problem through logical key hierarchy. 
However, Choi et al.’s scheme still has a problem that it 
requires lots of computational cost. This problem disturbs the 
real-time processing of the SCADA systems.  

In this paper, we divide the key structure into two classes by 
applying Iolus framework and construct each class as a logical 
key hierarchy structure. Through this key structure, we propose 
an enhanced key management scheme supporting efficient 
multicasting. Moreover, our scheme is proposed with 
considering the number of keys to be stored in a low power 
communication device having limited resources. 

In section II, we describe the structure of the SCADA system 
and requirements for key management scheme. Section III 
summarizes of related key management schemes. Then, we 
propose a key management protocol for the SCADA systems in 
section IV. In Section V, we compare our scheme with the 
existing key management schemes. Finally, Section VI 
concludes this work. 

II. SCADA SYSTEM 

A. Structure of the SCADA Systems 
A SCADA system monitors and controls remote facilities by 

collecting data from various sensors over the SCADA 
networks. SCADA systems have a hierarchical structure. The 
communication type of SCADA systems is also master-slave 
structure. Fig. 1 shows the simplified architecture of a SCADA 
system.  
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Fig. 1 Structure of the SCADA system 

 
A SCADA system consists of three types of communication 

equipments which are HMI (Human Machine Interface), MTU 
(Master Terminal Unit) and RTU (Remote Terminal Unit) in a 
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simple expression [1]. 
The network topology of the SCADA systems is static. The 

communication paths between nodes are known in advance 
because there are only few changes in the network. The 
communication is occurred between HMI and MTU, MTU and 
SUB-MTU, two SUB-MTUs, MTU and RTU, SUB-MTU and 
RTU, and two RTUs. The HMI-MTU communication can be 
provided by the web service easily because of using TCP/IP 
based protocols. Moreover, the HMI–MTU communication has 
less resource limitation than the other communication. 

B.  System Constraints and Security Requirements 
A SCADA system network is different from general network 

environment due to its operational environment in national 
infrastructure. Therefore, the system network has following 
constraints.  
1) Limited computational capacity: The remote equipment 

such as RTUs is a embedded system having low 
computational and space capacity. 

2) Low rate data transmission: Since the SCADA system 
has been used for a long time, the communication line of 
the SCADA network has low bandwidth. 

3) Real-time processing: The SCADA system should behave 
accurately. Delay of data processing could cause serious 
problem. 

Above constraints of SCADA systems make it difficult to 
apply the security technology to the system so that the 
constraints should be a basic consideration for applying 
security mechanism.  

Key management schemes are used for confidentiality. The 
SCADA system need broadcast capability to send important 
messages such as “emergency shutdown” [1]. The target 
receiver of these messages can be all the communication 
equipments or specific multiple communication equipments in 
the SCADA systems. Therefore, multicasting should be 
required for secure SCADA communications. Key 
management schemes also have to support the multicasting to 
protect the multicast messages. 

Furthermore, the number of keys to be stored in a RTU or a 
MTU should be minimized. Since the RTU has limited 
memory, the number of keys to be managed in the RTU should 
be considered. The efficiency of memory space in the MTU 
also ought to be considered because the MTU manages and 
maintains the data and keys from the thousands of RTUs in a 
limited memory space. Hence the number of keys to be stored 
in a RTU or a MTU has to be significantly reflected on the key 
management scheme for SCADA systems. 

The computational cost for member join or member leave 
protocol of key management scheme is not important and 
ignorable since addition or deletion of member is rarely 
happened in the SCADA systems. 

Consequently, the following requirements are essential for 
efficient key management scheme for secure SCADA 
communication. 

•  Supporting broadcasting and multicasting  
•  The number of keys to be stored in a RTU 

III. RELATED WORKS 
A. Existing Key Management Method for SCADA 
Key establishment for SCADA systems (SKE) [2] was 

proposed by SANDIA. This mechanism does not support 
broadcasting communication. In other words, the MTU has to 
encrypt data with each key of RTUs individually to broadcast a 
message. Hence, it needs )(nΟ  computational cost when n is 
the number of RTUs. Moreover, SKE require two types of key 
to maintain which are LTK (Long Term Key), GSK(General 
Seed Key) and GK(General Key). A MTU has to maintain one 
LTK and one GK for one RTU and one GSK for itself. A RTU 
should store one LTK and one GK shared with the MTU. 
Consequently, a MTU stores 12 +n  keys and a RTU stores two 
keys for communication. 

Key management scheme for SCADA systems (SKMA) [3] 
also does not support broadcasting communication as SKE. It 
means it needs )(nΟ  computational cost for broadcasting a 
message. In SKMA, there are two types of keys to be managed 
by a MTU or RTUs. Long term node-KDC(Key Distribution 
Center) key is shared by between KDC and a node. Another 
key is long term node-node key which is shared between two 
nodes. The long term node-KDC key is distributed manually, 
while the long term node-node key is distributed by KDC. 
Hence, a RTU needs to store n keys as the same amount of keys 
stored in a MTU.  

Choi et al. [1] proposed a key management scheme for 
SCADA systems using logical key hierarchy to support 
broadcasting communication. This scheme also provides 
multicasting communication between the MTU and multiple 
SUB-MTUs. However, this scheme cannot support 
multicasting communication between a MTU and multiple 
RTUs as well as between a SUB-MTU and multiple RTUs. The 
reason is that all the RTUs are attached to the one SUB-MTU as 
a star graph. Another drawback of this scheme is that the 
logical key hierarchy scheme requires the MTU and the RTUs 
to store more keys than the above schemes. Let m be the 
number of the SUB-MTUs and n be the number of the RTUs. A 
MTU has to store nm +−12  keys which are all the keys of all 
nodes of binary tree having m leaf nodes and each key of n 
RTUs. A RTU has to store m2log2+  keys which are one 
nonce value to generate a session key, its own secret key and all 
the keys of all the nodes in the path from the SUB-MTU to the 
MTU in the logical key hierarchy structure. 

B. Centralized Group Key Agreement Protocol 
Centralized group key agreement protocol is a group key 

agreement protocol between nodes in a group by using a 
centralized server managing the group. The basic centralized 
group key agreement protocol is Single Key Distribution 
Center (SKDC) [4]. In SKDC, the server transmits an 
encrypted group key with shared key between server and 
members to the members. SKDC is simple but has problem to 
apply to large group communication since the cost for 
managing the keys increases proportionally to the number of 
keys. In other words, total number of keys to be stored is n for 
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MTU and one for RTU. 
Logical Key Hierarchy (LKH) [5] based on constructing a 

logical tree of keys has been proposed to solve the scalability 
problem. Disadvantage of this scheme is that the number of 
keys to be stored is increased. Total amount of the number of 
keys is 12 −m  for the root node and m2log  for a leaf node. 

As a more enhanced method, One-way Function Tree (OFT) 
[6] has been proposed to reduce the cost for managing the keys 
in an half. In OFT, the parent node is computed by hashing the 
hashed values of its two child nodes. Therefore, the root node 
can generate a key for broadcasting and multicasting with 
storing only n keys. However, a leaf node should store m2log  
keys. 

C. Iolus framework 
Iolus framework [7] is a method to manage the secure 

distribution tree which of each node is a subgroup managed by 
a subgroup manager. There are two types of managers for 
managing group. One is GSC(Group Security Controller) 
which manages the top-level subgroup. Another one is 
GSI(Group Security Intermediary) which exists in a subgroup 
and manages the other subgroups except the top-level 
subgroup. The GSIs share group key with the GSC. Each node 
shares subgroup key with the GSI where the node belongs. 

If a node wants to transmit a message to the other nodes, the 
node encrypts the message with a random number key rK  and 
encrypts the rK  with the subgroup key iG  and sends the 
encrypted message and key to the GSI. The GSI decrypts the 
key with iG  and re-encrypts with the group key jG  of another 
group and multicasts the message to other GSIs. The other GSIs 
decrypt the key with their group key jG and re-encrypt with 

their own subgroup key kG  then multicast. Afterward, the only 
subgroup member knowing kG  can decrypt the key rK  and 
decrypt the message with the rK .  

IV. THE PROPOSED SCHEME 
In this paper, we propose an efficient key management 

protocol for secure SCADA communications. As we 
mentioned above, the key management for SCADA system 
should consider the number of keys and provide broadcasting 
and multicasting communication. Our proposal satisfies these 
considerations by using logical key hierarchy and Iolus 
framework scheme. The logical key hierarchy can provide 
multicasting and broadcasting communication between one 
MTU and multiple SUB-MTUs, and one SUB-MTU and 
multiple RTUs. Furthermore, our scheme applies the Iolus 
framework to reduce the number of keys to be stored. The Iolus 
framework is appropriate for the SCADA systems because the 
SUB-MTU relays messages between a MTU and a RTU in the 
SCADA communications. Therefore, in our scheme, the 
SUB-MTU takes a role of a GSI and the role of MTU is a GSC. 

A. Notation and Definitions 
The following notations are used throughout this paper. 

B. Initialization 
TABLE I 

NOTATIONS 

Symbol Quantity 

h height of a tree 
m the number of SUB-MTUs 
n the maximum number of RTUs per SUB-MTU 

iMTN  number of the RTUs attached to ith SUB-MTU node MTi 

KDC key distribution center in a MTU 
MTi ith SUB-MTU node of current SUB-MTU group. 

1≤ i≤ m 
MT0 the MTU node 
MT set of current SUB-MTU members, 

 MT = {MT0, MT1 , …, MTm}  
RTi ith RTU node of current RTU group. 1≤ i≤ n 
RT set of current RTU members, RT = {RT1, RT2 , …, RTmn} 
Ki,j jth auxiliary key at level i in a binary tree for MT set, K0,1 

is a root key of the binary tree. 0≤ i≤ h, 1 ≤ j≤ m  
Ks

i,j jth auxiliary key at level i in a binary tree for RT subset of 
MTs. 1≤ s≤ m, 1 ≤ i≤ log2 n  and 1≤ j≤ n 

Ki secret key of i node 
TVP combination of timestamp and sequence number 
EK(D) encryption function of a symmetric cipher using a secret 

key K 
H(D) hash function 
SKi,j a session key between i node and j node 
A→ B:{Msg} A sends a message Msg to B. A and B can be a set of 

entities. The set of entities is expressed to { entities } 
min(i, j) the minimum number between i and j 
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Fig. 2 Key structure of our scheme 

 
The KDC constructs logical key structure and uses Iolus 

framework as shown in Fig. 2. The structure has two sets, MT 
and RT. The key structure for each set is constructed as a 
logical key hierarchy structure. The key structure of MT set and 
RT set is connected through Iolus framework. The MTU plays 
a role of GSC and manages the entire group and group key 
between the MTU and SUB-MTUs. The SUB-MTU plays a 
role of GSI. It manages the subgroup key of its subgroup 
consisting of n RTUs and relays messages between RTUs and 
MTU or RTUs and other SUB-MTUs. 

Key structure of MT set. The keys for MT set are organized 
as a binary tree with total 12 −m  nodes so that the height 
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mh 2log= of the tree is determined by m which is the number of 
SUB-MTUs.  

In the key structure, the keys of leaf nodes )1( miMTi ≤≤  are 
)1(, mjK jh ≤≤  and assigned to all SUB-MTUs. The other keys 

jiK ,   )1,11( mjhi ≤≤−≤≤  are generated by following equation. In 
other words, the key is generated by hashing the hashed values 
of its child nodes. 

⎡ ⎤
)1,11(

))(),(( 1,,2/,1

mjhi

KHKHHK jijiji

≤≤−≤≤

= ++  

The key of the root node 0MT  is 1,0K  and generated from 
above equation. As a result, the MTU can know the root key by 
containing only )1(, mjK jh ≤≤  of m SUB-MTUs. 

Key structure of RT subset. Each RT set is organized as a 
binary tree with 1)(2 −

iMTN  nodes so that each RT set has a 
different height )(log2 iMTNh = .  

In the key structure of RT subset managed by iMT , the keys 

of leaf nodes )1( njRT j ≤≤  are jN
i

iMTK ,log2  and assigned to all 

the RTUs. The other keys )log1,1,1( 2, ninjmsK ji
s ≤≤≤≤≤≤  are 

generated by hashing the hashed values of its child nodes like 
following equation. 

⎡ ⎤
)1,1log1(

))(),((

2

1,,2/,1

njNi

KHKHHK

sMT

jijijji
s

≤≤−≤≤

= ++  

A root key 1,0
iK  of RT subset managed by iMT  and 

generated from the above equation. As a result, the SUB-MTU 
with node iMT  can know the root key by containing only 

)1(,log2 njK jN
i

iMT ≤≤  of n RTUs.  

C. Join Protocol 
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Fig. 3 Member join protocol in our scheme 

 
To preserve backward secrecy in join protocol, all keys that a 

new RTU or a new SUB-MTU receives need to be independent 
from any previous keys. Hence, in the case of SUB-MTU join 
protocol, the KDC replaces all the keys on the new 
SUB-MTU’s key path. In the case of RTU join protocol, the 
SUB-MTU replaces all the keys on the new RTU’s key path of 
the RT subset. Therefore, each join protocol in a group does not 
influence on the other group set. The join protocol uses a hash 
function to update keys.  

SUB-MTU join protocol. When a new SUB-MTU is added 

to the SCADA system, the key structure for MT set is changed 
and new group key for SUB-MTUs is distributed to the 
SUB-MTUs according to the following procedure. 
1) A new SUB-MTU ( 1+mMT  node) is assigned a new key 

1+mMTK  from the KDC. 
2) The new node 1+mMT is inserted to the key structure of MT 

set as a sibling node of where it is inserted to.  
3) The KDC updates the old key MTmK of the sibling node 

( mMT ) of the new node to a new key 
mMTK '  by sending 

encrypted the new key 
mMTK ' to the sibling node. 

)}'K({:
mmMT MTKm EMTKDC→  

4) The KDC updates all the keys of the path nodes from the 
new node to the root node. The updated key of a path node 
is generated by hashing the hashed values of the keys from 
its child nodes. All the key of all the nodes of the path from 
the parent node of the new node to the root node in Fig. 3 is 
updated as following computation.  

))'(),(('

))'(),(('

))'(),(('

))(),(('

2,11,11,0

4,23,22,1

8,37,34,2

2,41,48,3

KHKHHK

KHKHHK

KHKHHK

KHKHHK

=

=

=

=

 

5) The KDC multicasts the updated keys by encrypting the 
key with its old key and unicasts them to the new node. 

),...}K'({:}{ ,, jiK ji
EMTKDC→  

,...)}K'({: ,1 1 jiKm mMT
EMTKDC

++→  

6) The KDC unicasts the key of the parent node of the new 
node to the sibling node of the new node. In Fig. 3, the 
unicasting message is generated and transmitted like 
following equation. 

)}' ,' ,' ,'({: 8,34,22,11,08 8
KKKKEMTKDC

MTK→  

RTU join protocol. RTU join protocol performs the same 
procedure as SUB-MTU join protocol replacing the KDC to the 
SUB-MTU and the new SUB-MTU to the new RTU. 

D. Leave Protocol 
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Fig. 4 Member leave protocol in our scheme 

 
The goal of this leave protocol is that leaving RTU or 

SUB-MTU must not be able to compute new keys. Therefore, 
all the keys known by the leaving RTU or SUB-MTU have to 
be updated. 
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SUB-MTU leave protocol. When a SUB-MTU is evicted 
from the SCADA system, the key structure for MT set is 
changed and new group key for remained SUB-MTUs is 
distributed to the SUB-MTUs according to the following 
procedure. 
1) The leaving SUB-MTU( mMT  node) is deleted from the 

MT set key structure. Then the sibling of the leaving node 
( 1−mMT  node) is reassigned to the parent of the node. 

2) 1−mMT  is given a new key 
1

'
−mMTK . 

3) The KDC updates all the keys of the path nodes from 
1−mMT  to the root node. The updated key of a path node is 

generated by hashing the hashed values of the keys from its 
child nodes.  

4) The updated key of each path node and its high level path 
nodes’ updated keys are encrypted with the key of its child 
node not in the path then multicast. The key of the path 
node in Fig. 4 is updated as following computation. 

))'(),(('

))'(),(('

))'(),(('

2,11,11,0

4,23,22,1

8,37,34,2

KHKHHK

KHKHHK

KHKHHK

=

=

=

 

5) The KDC encrypts all the key of the path nodes with 
1

'
−mMTK  and unicasts the message to the 1−mMT . 

RTU leave protocol. RTU leave protocol performs the same 
procedure as SUB-MTU leave protocol replacing the KDC to 
the SUB-MTU and the leaving SUB-MTU to the leaving RTU. 

E. Data Transmission 
In our scheme, not only node to node communication but 

also broadcasting or multicasting communication can be 
provided. The hierarchical structure of logical key can organize 
the multiple nodes in a group dynamically and make several 
subgroups in a group. Consequently, multicasting and 
broadcasting communication between one MTU and multiple 
SUB-MTUs, one SUB-MTU and multiple RTUs, and one 
MTU and multiple RTUs is achieved in our scheme. 

In the SCADA systems, the encryption key should be 
refreshed regularly, because there are no known ways of 
automatically discovering a key compromise. Besides, the key 
freshness prevents the replay attack. To guarantee key 
freshness, all the encryption keys are replaced with new key for 
each session. Therefore, our mechanism uses a TVP which is a 
combination of timestamp and sequence number. 

The basic data flow is as the following explanation. Since 
our scheme follows Iolus framework, any messages sent by a 
MTU should pass the SUB-MTU. First, the MTU generates a 
random key and encrypts the messages with the random key. 
Then, the MTU encrypts the random key with the session key 
shared between the MTU and the one or multiple SUB-MTUs. 
When the SUB-MTUs receive the encrypted messages and the 
encrypted random key, the SUB-MTUs decrypt the random key 
and re-encrypt with another session key which is shared with 
the one or multiple RTUs and multicast the re-encrypted 
random key to the RTUs. Therefore, only the selected RTUs are 
able to decrypt the messages with the random key. In the case 

of that the RTU sends messages, the messages should pass the 
SUB-MTU which manages the RTU. The messages flow to the 
MTU according to the above procedure. 

Specifically, the communication type of the SCADA system 
is divided into two which are Node-to-Node communication 
and Node-to-Group communication. The Node-to-Node 
communication can be occurred between a MTU and a 
SUB-MTU, a SUB-MTU and a SUB-MTU, a SUB-MTU and a 
RTU, and a RTU and a RTU. The Node-to-Group 
communication can be occurred between a MTU and multiple 
SUB-MTUs, a SUB-MTU and multiple RTUs and a MTU and 
multiple RTUs. 

The Node-to-Node communication and the Node-to-Group 
communication have a different method for generating a 
session key. Basically, the session key consists of the shared 
key between the communication entities, ID of the two 
communication entities and TVP. The shared key is for 
generating the common key for both nodes. The ID of the node 
is used to prevent from generating the similar session key 
because the multiple pair of nodes could have the same shared 
key. Lastly the TVP protects the session key against the replay 
attack. 

Node-to-Group communication. The session key for 
multicasting communication should be shared by all the 
members in j group as well as i node. Any pair of two nodes in 
the key structure share one or more keys. Therefore, i node and 
the members of j group are able to know the shared key 
between them in common. The session key generation method 
is like the following equation. 

),( ,, TVPKHSK vuji =  
The key vuK ,  is the shared key between all the members of j 

group and i node. Through the logical key hierarchy structure, 
the multiple nodes can share a same key. 

Node-to-Node communication. In the Node-to-Node 
communication, the session key generation method between i 
node and j node is explained as the following equation and 
description. 

),,,( ,, TVPIDIDKHSK jivuji =  
The key vuK ,  is the shared key between i node and j node 

through the logical key hierarchy structure. The session key 
generation method for node to node communication is different 
from the session key generation method of the Node-to-Group 
communication. The shared key is known by the other nodes in 
the group which is the two nodes belonging in common. 
Therefore, the session key should include the unique identities 
of the two nodes in order not to be known by the others. 

After sharing the above session key between i node and j 
node, they communicate with each other directly. 

V. COMPARISON  
In the SCADA system, the multicasting communication from 

a MTU to multiple RTUs is needed for efficient 
communication. Existing key management schemes do not 
supports the multicasting. In our scheme, the multicasting 
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communication is achieved by using the logical key hierarchy 
structure in RT subset. Table II presents the supporting 
communication of each key management scheme.  

 
TABLE II 

THE SUPPORTING COMMUNICATION 

 SKE or SKMA Choi et al.’s scheme Our scheme 
Broad- 
casting Not supporting Supporting Supporting 

Multi- 
casting Not supporting Supporting Supporting 

 
The advantage of our scheme is to support more efficient 

multicasting communication than the other scheme. In our 
scheme, MTU or SUB-MTU is able to multicast messages 
efficiently through the key structure between a SUB-MTU and 
RTUs organized as a logical key hierarchy structure. It can 
improve the computational cost for data transmission during 
operation time. It is a critical advantage in real-time system like 
the SCADA system. Table III shows the computational cost for 
multicasting a message from a MTU to p SUB-MTUs in the 
MTU and from a SUB-MTU to q RTUs in the SUB-MTU. The 
SUB-MTU computes q times of message encryption in SKE or 
SKMA and Choi et al.. q can be a big number in a SCADA 
system managing thousands of RTUs. On the other hand, our 
scheme only needs one decryption of an encrypted key and Y 
times of re-encryption of the key in the SUB-MTU. X and Y are 
the number of keys for encrypting the multicasting message in 
the MTU or the SUB-MTU and determined by the location of 
the nodes of the selected SUB-MTUs or RTUs in the key 
structure. Therefore, X and Y are never over n/2, p or q through 
the form of the key structure as a binary tree. 

 
TABLE III 

COMPUTATIONAL COST FOR MULTICASTING 

 SKE or SKMA Choi et al.’s scheme Our scheme 

MTU EpC  EXC  KEE XCC +  

SUB-MTU EqC  ECnq ))1(mod( −  KECY )1( +  

EC = computational cost for message encryption, 
KEC = computational 

cost for encryption of a key, p = the number of SUB-MTUs to receive the 
multicasting message from a MTU and 1≤ p≤ m, q = the number of RTUs to 

receive the multicasting message from a SUB-MTU and 1≤ q≤ n, X = the 
number of keys for encrypting the multicasting message in the MTU and 
1≤ X≤ min(m/2, p), Y = the number of keys for encrypting the multicasting 

message in the SUB-MTU and 1≤ Y≤ min(n/2, q) 

 
Fig. 5 is the graph showing a computational cost for 

multicasting communication in a MTU according to the 
number of multicasting target SUB-MTUs with maximum 
1000 SUB-MTUs. Fig. 6 is the graph showing a computational 
cost for multicasting communication in a SUB-MTU according 
to the number of multicasting target RTUs with maximum 1000 
RTUs. In Fig. 5-6, EC  is the message encryption cost with a 
1Mbit message and 

KEC  is the key encryption cost with a 128 
bits key. 

 

 
Fig. 5 Computational cost in a MTU according to the number of 

multicasting SUB-MTUs 

 
Fig. 6 Computational cost in a SUB-MTU according to the number of 

multicasting RTUs 
 
Our scheme divides the key structure into two classes which 

are between MTU and SUB-MTUs, and between SUB-MTUs 
and RTUs through Iolus framework. Each class organizes the 
key structure as a logical key hierarchy structure. Thus, in our 
scheme, the key structure between SUB-MTUs and RTUs is a 
logical key hierarchy structure different from Choi et al.’s 
scheme. Even if the key structure between SUB-MTUs and 
RTUs is changed to the logical key hierarchy structure in Choi 
et al.’s scheme without Iolus framework, the number of keys to 
be stored in a RTU increases to mn2log1+ . Thus, we apply the 
Iolus framework to our scheme for preventing the number of 
keys to be stored in a RTU from increasing. The number of the 
keys is n2log1+  in our scheme. 

In our scheme, the number of keys to be stored in a 
SUB-MTU is more than in the other schemes. However, it can 
be ignorable because the SUB-MTU has similar computation 
power and resources with the MTU. Besides, the number of 
keys is more significantly considerable in a MTU and a RTU 
according to the key management requirements analyzed in the 
above. In our scheme, the number of keys to be stored in a 
MTU and a RTU is less than in the other schemes.  Hence, our 
scheme is more efficient than the other schemes in the memory 
efficiency point of view 

In Table IV, we compare the number of keys to be stored in a 
RTU for SKE or SKMA, Choi et al.’s scheme and our scheme. 
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TABLE IV 
THE NUMBER OF KEYS TO BE STORED 

 SKE or SKMA Choi et al.’s scheme Our scheme 

MTU mn  mnm +−12  m  

SUB-MTU n+1  m2log1+  mn 2log1 ++  

RTU 1 m2log2+  n2log1+  

VI. CONCLUSION 
A SCADA system is significantly important system used in 

national infrastructures such as electric grids, water supplies, 
and pipelines. However, the SCADA systems have lots of 
security vulnerabilities. Any faults or damages of the SCADA 
system can affect to the society severely. The study of the 
security for SCADA system is essential for that reason.  

Specifically, our study focuses on the key management 
scheme for supporting data protection. We analyzed the 
requirements and constraints of SCADA system and its 
communication network at first. Afterwards, we proposed more 
efficient and secure key management scheme than existing 
schemes. Our scheme also solves the problem of the existing 
schemes. After all, our scheme the reduced the number of keys 
to be stored and provides multicasting and broadcasting 
communication for efficient and stable operation of SCADA 
systems. 
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