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An Approach for Vocal Register Recognition Based
on Spectral Analysis of Singing

Aleksandra Zysk, Pawel Badura

Abstract—Recognizing and controlling vocal registers during
singing is a difficult task for beginner vocalist. It requires among
others identifying which part of natural resonators is being used
when a sound propagates through the body. Thus, an application
has been designed allowing for sound recording, automatic vocal
register recognition (VRR), and a graphical user interface providing
real-time visualization of the signal and recognition results. Six
spectral features are determined for each time frame and passed to the
support vector machine classifier yielding a binary decision on the
head or chest register assignment of the segment. The classification
training and testing data have been recorded by ten professional
female singers (soprano, aged 19-29) performing sounds for both
chest and head register. The classification accuracy exceeded 93%
in each of various validation schemes. Apart from a hard two-class
clustering, the support vector classifier returns also information on
the distance between particular feature vector and the discrimination
hyperplane in a feature space. Such an information reflects the level
of certainty of the vocal register classification in a fuzzy way. Thus,
the designed recognition and training application is able to assess and
visualize the continuous trend in singing in a user-friendly graphical
mode providing an easy way to control the vocal emission.

Keywords—Classification, singing, spectral analysis, vocal
emission, vocal register.

I. INTRODUCTION

VOCAL registers refer to specific ways of voice emission

during singing, depending on particular vibratory

patterns of the vocal folds generating voice [1], [2]. The body

areas responsible for resonance phenomena accompanying

voice generation determine two main types of registers: chest

and head. Whistle, falsetto registers and a vocal fry are also

listed in, yet they are used by extremely small group of

vocalists. Therefore, two terms are often used in description

of singing modes: chest voice and head voice [3]. The

chest voice is produced by the resonations within infraglottic

cavity, trachea, bronchi, and thorax. In this case vocal folds

vibrates on their edges. The head voice is generated by the

upper resonators: larynx, throat, oral cavity, nasal cavity, and

paranasal sinuses, vocal folds vibrates throughout their length.

The chest voice can be perceived as stronger and darker than

the head voice, therefore it is mostly associated with low notes.

High notes require smaller resonation area which corresponds

to the head voice. The awareness of the appropriate use of

vocal registers during singing is an important and difficult task

for beginner vocalist.
Lack of appropriate skills in operating vocal registers may

cause serious phoniatric complications, such as vocal cord

nodules, regurgitation or even loss of voice [4].
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The application for vocal register recognition could be

helpful for students who are training proper voice emission.

According to modern trends in this area, mixing both head and

chest register in all range of voice could be profitable during

the process, since it provides healthy, natural position of the

larynx and gives nice sounding timbre [5].

To the best of our knowledge, only few attempts have

been done to address the vocal register recognition thus far

from a highly specified point of view. Mysore et al. propose

the mel-frequency cepstrum coefficients (MFCC) and support

vector classification based approach for falsetto detection and

report 95% accuracy over a set of 42 modal and falsetto

notes [6]. Ishi et al. investigate the local power peaks and

check their periodicity properties to detect the vocal fry

singing [7]. The authors obtain a 74% detection accuracy and

a 13% insertion error rate.

In this study, we present a framework for singing training

support based on vocal register analysis. The automatic

vocal register recognition (VRR) workflow covers sound

acquisition, preprocessing, spectral analysis producing specific

feature vector for each time frame, machine learning-based

classification, and audio/graphical presentation of the results.

The feature vector contains six spectral features: two different

energy ratios, harmonicity, spectrum centroid, spread, and

kurtosis. The support vector machine (SVM) has been selected

as a classifier due to its recognized capability to handle

two-class clustering issues and the ability to assess the input

data in a fuzzy way. During the pilot study we involved ten

professional female soprano singers able to control their voice

emission. Their recordings of both chest and head voice have

been used in initial spectral analysis, feature vector definition,

classifier training, and validation. The classification accuracy

has been validated in a set of experiments involving K-fold

and leave-one-out cross validation schemes. The design and

evaluation of the recognition framework have been followed by

the implementation of an application with dedicated graphical

user interface (GUI) for vocal register assessment support.

The paper is organized as follows. After the introduction in

Section I, the materials and methods are presented in Section II

in terms of acquisition setup, research sample, detailed data

processing workflow, and GUI layout. Section III presents the

experimental results along with the specification of employed

validation schemes and discussion. The paper is concluded in

Section IV.
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II. MATERIALS AND METHODS

A. Materials

The data were collected in repeatable conditions from ten

professional women vocalists singing soprano, aged 19-29.

During data acquisition subjects were standing 1 m from

the microphone placed 80 cm above the ground. We used

the Olympus WS-812 dictaphone with sampling frequency at

44100 Hz. Pitch was not imposed, all women were singing in

such a way as to bring both vocal registers, according to their

individual voice features. Data used for classifier training is

ten pure tones lasting 0.309 s extracted from recordings of all

subjects, for the chest and head voice, respectively.

B. Data Preprocessing

The audio signal is subjected to preprocessing procedures.

First, the mean value (constant component) is subtracted

from the signal. Then, the pre-emphasis filter is employed to

enhance higher frequency components [8]. Then, the analysis

moves into the frequency domain by means of a short-time

Fourier transform (STFT) [8]. The STFT is calculated with

30 ms × 1 Hz time-frequency cells and a 0.2 ms time

overlap. Due to the characteristics of a human voice, the

further spectrogram analysis takes only its part between 100
Hz and 10 kHz.

Two procedures are employed over the spectrum amplitude

S in a logarithmic scale in order to eliminate time frames

disturbing the analysis: (1) the quiet periods and (2) transition

frames. The silence frames are detected by means of a power

spectral density (PSD) analysis. A total energy is estimated

for the nth frame as a sum of PSD samples:

E(n) =

Nf∑
j=1

PSD(n, j), (1)

where Nf denotes the number of frequency cells within the

PSD. The frames with a E(n) value below a constant threshold

Esilence are discarded and not subjected to feature extraction

nor register recognition. The Esilence value has been set to a

0.0001 of a maximum PSD value within the entire recording.

Frames related to tone transitions are also removed due to

the uncertainty they contribute to the recognition process.

The transition detection procedure involves kurtosis of the

spectrum, determined for the nth frame as:

K(n) =

1

N

Nf∑
j=1

(
S(n, j)− S(n)

)4
(

1

N

Nf∑
j=1

(
S(n, j)− S(n)

)2)2 , (2)

where S(n) is the average spectrum amplitude within the nth

frame. Then, the K(n) sequence is normalized to a [0, 1]
range. Finally, all local maxima of K(n) exceeding the 0.3
value indicate transition frames excluded from further analysis

(Fig. 1).

Before the feature extraction stage the dB spectrogram is

normalized into a [0, 1] range.

(a)

(b)

Fig. 1 Illustration of a kurtosis-based detection of tone transition frames: the
normalized K(n) sequence with local maxima exceeding a threshold value
(green line) indicated with red dots (a) and a corresponding spectrogram (b)

C. Feature Extraction

Six spectral features are determined for each frame:

1) Harmonicity H , describing the contribution of

harmonics in the spectrum, calculated as a maximum

value of the signal autocorrelation AC:

AC(n, k) =
1

Nf − 1
·
Nf−k∑
j=1

(
S(n, j)− S(n)

)
·

·
(
S(n, j + k)− S(n)

)
, (3)

excluding zero delay (k = 0).

2) The spectral power distribution (SPD) for each frame is

calculated and summed up in the range of 2000-6000 Hz

(SPD6k
2k) and 100-2000 Hz (SPD2k

100). The ratio rSPD
1 :

rSPD
1 (n) =

SPD6k
2k

SPD2k
100

(4)

stands for the second feature.

3) Similarly, the rSPD
2 ratio is determined for the SPD

accumulated within ranges 1000-6000 Hz (SPD6k
1k) and

100-1000 Hz (SPD6k
1k):

rSPD
2 (n) =

SPD6k
1k

SPD1k
100

(5)
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Fig. 2 Distributions of features throughout chest (blue) and head (red) registers

4) Kurtosis K is used as the other descriptor determined

according to (2), yet over the normalised spectrogram.

5) The spectrum centroid SC known from the MPEG–7

standard [9] shows whether the spectrum is dominated

by high or low frequencies. It is determined as:

SC(n) =

Nf∑
j=1

(
log2

(
F (j)

1000

)
· PSD(n, j)

)
Nf∑
j=1

PSD(n, j)

(6)

where F (j) [Hz] denotes the centre frequency of the

jth cell of the spectrum within a considered range

(100-10000 Hz).

6) The MPEG–7 spectrum spread (SS) indicates a measure

of focus around a centroid of the spectrum:

SS(n) =

=

√√√√√√√√√
Nf∑
j=1

((
log2

(
F (j)

1000

)
− SC(n)

)2

· PSD(n, j)

)

Nf∑
j=1

PSD(n, j)

.

(7)

All features are normalised using minimum and maximum

values predefined for each descriptor. Fig. 2 shows

distributions of feature values over both chest and head voice

frames from training data.

D. Classification
The two-class support vector machine classifier has been

used as a classification tool [10] with input data subjected to

a Gaussian radial basis mapping into kernel space. The trained

classifier yields a binary clustering decision as a response to

the input vector. Additionally, we use the information on the

input vector distance d to the SVM discrimination hyperplane

in the feature space. Such information can be used to assess

the input frame in some sort of a fuzzy way.

E. Application for Vocal Register Recognition
The VRR application allows the user to record her/his own

audio signal with any sampling frequency. Both classification

modes are employed by the application graphical user interface

to visualize the register recognition results. On one hand, the

entire spectrogram related to the recording under consideration

is marked with either chest or head register indicator (Fig. 3a).

The red marker indicates the head register; its vertical position

on the bottom of the spectrogram shows the best fitting and

in the middle of the spectrogram (white dotted line) — the

weakest fitting. The blue marker corresponds to the chest

register and, similarly, the greater the distance from the white

line is, the better fitting it indicates. Markers located on the

white line can be considered as mixed register. The overall

classification indicator value averaged throughout all frames

can also be shown, drawn as a cyan line in Fig. 3a. On the

other hand, each acquired recording can be listened with line

indication of a current sound position in the spectrogram and

with a fuzzy visualization of a confidence level for chest or

head register assignment using a bipolar bar or a dial gauge

(Fig. 3b).
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(a)

(b)

(c)

Fig. 3 Two modes for GUI visualization of vocal register recognition: on-spectrogram presentation (a) and real-time vocal register indicator (b)-(c). Blue and
red colors refer to the chest and head registers, respectively. Distance from the middle line in (a) and absolute bar height in (b)-(c) reflect the recognition

confidence level (SVM distance d)
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(a) EXPERIMENT #1

(b) EXPERIMENT #2

(c) EXPERIMENT #3

Fig. 4 Illustration of cross validation schemes for vocal register
classification assessment

III. RESULTS AND DISCUSSION

A. Experimental Results

The classification accuracy has been validated in three

separate experiments:

• EXPERIMENT #1: all N time frames (N = 114)

extracted from 20 pure tones (10 head and 10 chest

register) throughout all reference signals recorded by

professional singers have been subjected to a K-fold

cross validation [11], with K = 4 (Fig. 4a).

• EXPERIMENT #2: all 20 pure tones have been divided

into K = 4 groups for K-fold cross validation performed

on their frames. The presence of at least one chest and

head voice sample per each group was secured during the

pseudorandom division of tones (Fig. 4b).

• EXPERIMENT #3: a leave-one-tone-out cross

validation [11] has been performed over all 20 pure

tones (Fig. 4c).

Each experiment is assessed on the basis of the accuracy

metrics:

Acc =
Nch +Nh

N
· 100%, (8)

where Nch, Nh denote the number of correctly recognized

chest and head voice frames, respectively. In order to secure

high level of reliability, each experiment was repeated 100

times. Obtained accuracies averaged throughout experiments

are shown in Table I.

TABLE I
VOCAL REGISTER CLASSIFICATION ACCURACY SUMMARY

Experiment Description Acc [%]
EXPERIMENT #1 Frame-wise 4-fold cross validation 99.3± 0.4
EXPERIMENT #2 Tone-wise 4-fold cross validation 93.9± 1.3
EXPERIMENT #3 Leave-one-tone-out cross validation 93.2± 0.0

B. Discussion

The VRR system has proven its efficiency in vocal register

recognition in a dedicated validation scheme. Repeatable

accuracy metrics over 93% has been obtained over a reference

database with annotated audio signals. The 99% accuracy

in the first validation experiment can be explained by the

presence of similar feature vectors in both training and

testing datasets (there are multiple frames within each single

tone distributed over different K-fold groups). However, high

accuracies yielded by two latter experiments indicate high

level of reliability of classification driven by selected spectral

features. There is still room for the employment of a larger

number of reference recordings in order to improve the VRR

reliability and generalization capabilities.

The classifier trained with corresponding reference data

has been established as an artificial expert within the VRR

processing workflow. Supported by the graphical user interface

and audio recording capabilities, the system can be employed

as a tool for voice analysis and assessment. Fig. 5 shows some

example visualizations for the assessment of audio signals

related to some more or less complex melodies sung by the

system users using certain vocal registers.

During the testing of the VRR with raw recordings we have

noticed its generally correct work in case of professionally

defined register types. Such observations have also been found

during the analysis over a group of subjects less experienced

in vocal emission. Main problems with recognition reliability

have been identified in the following cases:

• transitions between tones and – obviously – silence

periods make recognition unreliable; for that purpose

two procedures have been employed at the preprocessing

stage to eliminate such frames from the analysis;

• the system produces less consistent decisions while

handling non-classical, improvisational vocals (e.g. jazz);

• sibilants and other noisy phonemes with high energy

in the entire spectrum should not be considered

register-distinguishable (note the ”st” phoneme between

8th and 9th second in Fig. 5c); the recognition should be

based mostly on vowel assessment.

For the above reasons we employed the fuzzy mode for

the register recognition and decided to rely on the graphical

presentation of classification results. Moreover, some sort of

low-pass or nonlinear filtering could be considered over the

classification result signal in order to avoid artefacts.

IV. CONCLUSION

The accurate VRR classification proves essential differences

in spectral distribution of singing signal for both considered

vocal registers, whereas the graphical user interface provides

user-friendly presentation of the singing analysis results. This
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(a) The A major scale in chest register

(b) Tone f1 in three different registers: chest, head, and mixed

(c) Part of Franz Schubert’s An die Musik, head register

Fig. 5 Examples of vocal recognition results

conclusion leads to possibility of supporting voice emission

lessons and individual practicing with computer application,

especially at the beginning of training, when students are not

able to discern objectively which natural resonators they are

using while singing different sounds.
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