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Abstract—This paper presents the development of an active AVC problem of flexible beams has attracted sigaifit

vibration control using direct adaptive controller suppress the
vibration of a flexible beam system. The controlkerealized based
on linear parametric form. Differential evolutionptonisation

algorithm is used to optimize the controller usiiggle objective
function by minimizing the mean square error of thieserved
vibration signal. Furthermore, an alternative apptois developed to
systematically search for the best controller matielcture together

interest due to its generic nature and easily adpin many
practical problems such as robot manipulators, rafis
electrical machines and civil structures. The depelent of
various control strategies has been widely studibére the
performance of the control schemes has been amblyize
simulation and experimental studies. Haichang aondgg5]

with it parameter valuesThe performance of the control scheme iProposed robust model reference controller and shtve

presented and analysed in both time and frequenayaih.
Simulation results demonstrate that the proposéérse is able to
suppress the unwanted vibration effectively.

robustness and effectiveness of the proposed methed in
the presence of varying modal frequency due to gbsim the
mass of the flexible beam. ltiket al. [3] employed sliding
mode control and H infinity control schemes usitafes space

Keywords—flexible beam, finite difference method, activemodeling approach. By performing experimental idiation

vibration control, differential evolution, directlaptive controller

|. INTRODUCTION

method, an estimated transfer function which remresthe
system was formed. The two control strategies \appied to
the same system and the experimental results shaked

V|BRAT|ON control has been widely applied in manysuccess of the control approaches. Fei [6] alsealed that,

applications including automotive, aircraft, elémf
machinery and civil structures. Vibration occursewbver a
mechanical mechanism is moved intentionally
unintentionally. The unwanted vibration may cauamedge to
structures or degradation to system’s performamberefore,

the used of adaptive feed-forward sliding mode draind
model reference adaptive sliding mode control #fectve in

ovibration suppression problem.

Evolutionary algorithms have proven to be one such
popular alternative in active vibration control iopization

many attempts have been proposed to reduce thisnted Since the last two decades [7]-[8]. The evolutigregorithm
disturbance by considering passive and active ottr (EA) is a robust search and optimization methodplthgt is
Passive vibration control methods work well at higtable to cope with ill-behaved problem domains, kiting
frequencies or in a narrow frequency range buthofftave the attributes such as multimodality, discontinuitynei-variance,
disadvantage of added weight and poor low frequenégndomness, and noise. Recently, a group of relsexar have

performance. Meanwhile, the potential of Active Mtion
Control (AVC) to solve the problem has been demaiesd
[1].

The concept of AVC was initially proposed by Lu&j for
noise cancellation. AVC works based on artificiajbnerating
the cancellation signal to absorb the unwantedudishce
force that can reduce the effect of vibration te gystem.
Vibration suppression in AVC can be achieved byedihg
and processing via suitable control schemes, thus
superimposed disturbance signals will cancel oet dbtual
disturbance force. Several strategies based oredla®p
control scheme have been proposed in AVC systerh asc
sliding mode control (SMC), fuzzy control (FC), fseining
control and intelligent algorithms [3]-[4].
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come out with direct adaptive control using EA astooller
optimization method. This controller has been @édiased
on the indirect controller optimization initiallyrgposed by
Tokhi and Hossain [9]. For indirect controller opisation
method, controller is designed based on the idedtifodel.
The performance of this controller depends on hcoueate
the model is identified. But, for direct controlleptimisation,
it's performance depends on the ability of optirima
talgorithms to produce the best global minimum & fitness
value. The effectiveness of indirect and directirotation
controller in suppressing the unwanted vibratiors Heeen
demonstrated in simulation platform using FD method
Hashim et al. [10] investigated the development of direct
adaptive controller used genetic algorithm (GA) the
optimisation algorithm in AVC of flexible beam sgst. A
significant amount of vibration cancellation oveb@adband
of frequencies has been achieved. Jelaal. [11]proposed
active vibration control (AVC) of a flexible platstructure
using continuous ant system algorithm (CASA). Jelial.
[12] also developed a direct PSO-AVC mechanism twhic
involves direct optimization of the controller pareters based
on minimization of the error signal (observed signa@his
approach does not require knowledge of the inptpldu
characterization of the system for controller desigohamad

511



International Journal of Mechanical, Industrial and Aerospace Sciences
ISSN: 2517-9950
Vol:6, No:2, 2012

et al. [13] presented the utilization of continuous aatoay
optimization algorithm intended for active vibratioontrol of
flexible beam structures. The performance of thetesy was

presented in both time and frequency domains arel t

simulation results reveal that good performancadbkieved
using this approach.

Recently, differential evolution (DE) has been fdun be a
promising algorithm in numerical optimization prehbis. DE
has been designed to fulfill the requirement foactical
minimization technique such as consistent convergeo the
global minimum in consecutive independent trialgstf
convergence, easy to work with, as well as abibtgope with
non-differentiable, non-linear and multimodal cdéshctions
[14]. Therefore, the algorithm has gained a grdtgnton
since it was proposed. Ruijun [15] studied the qrenfince of
DE and particle swarm optimization (PSO) in optiimiz PID
controller for first order process. DE has foundb&® more
robust (with respect to reproducing constant restt
different runs) than PSO. Pishkenari [16] utilizddE

algorithm to optimize themembership functions of a fuzzy )

controller for mobile robot trajectory tracking whke the
performance of the optimized controller is betthart the
traditional fuzzy controller.Yousefi et al.[17] applied DE
algorithm to find the best values for the unknovargmeters
of a servo-hydraulic system with a flexible load:sRlts have
revealed that DE algorithm accurately identifiece ttime
delay, structure and parameters of the system witfast
convergence rate. Youxin and Xiaoyi [18] has ambl2E
algorithm in tuning the PID controller for electfigdraulic
servo system of parallel platform. Simulation résshow that
the optimized PID controller has improved the perfances
of the electric-hydraulic servo system.

This research aims to provide an alternative cbstbeme
using direct optimisation controller based on d#faial
evolution algorithm in attenuating the unwantedration of
flexible beam system. The parameters in linear meatdc
controller structure is optimize based on mean sgeaor of
the observed signal. In this method, the contraigte does
not require knowledge of the input/output charastiess. The
proposed control scheme used the random searcbiliypaf
DE to directly update the required controller clobeestic
based on measurement the observed signal andyidikely
to achieve the global minimum in the performancdein
surface. Furthermore, an alternative method has pemposed
in order to select the best controller model steetand its
parameter using optimization EA algorithm.

The rest of the paper is structured as follow: iBact
briefly describes the fundamental theory of DE ¢ctea 3
describes a flexible beam system and the developofea
simulation environment characterising its dynamehdwior
for use as a platform for test and verificationtlod proposed
control approach, Sections 4 and 5 respectivelpdhice the
proposed DE based active control system desigrpeesknts
the implementation of the proposed strategy, Sectéo
presents the associated results in a flexible bggstem, and
finally the paper is concluded in Section 7.

Il. DIFFERENTIAL EVOLUTION ALGORITHM

Differential evolution (DE) algorithm is a stochiast
opulation-based optimization algorithm recentlyraduced.
nlike simple GA that uses binary coding for reprgig
problem parameters, DE uses real coding of floapot

numbers. The crucial idea behind DE is a scheme for

generating trial parameter vectors. Basically, Ddtsathe
weighted difference between two population vectora third
vector.

The key parameters of control aNP - the population size,
CR - the crossover constarit,- the weight applied to random
differential (scaling factor). It is worth notinghdat DE’s
control variablesNP, F andCR are not difficult to choose in
order to obtain promising results. The proposeD& has
come out with several rules
parameters. The rules are listed below:

1) At initialization the population should be spreadmauch
as possible over the objective function surface.
2) Frequently the crossover probabil@®R[1[0,1] must be
considerably lower than one (e.g. 0.3). If no cogeace
can be achievedRLI[0.8, 1] often helps.
3) For many applicationslP=10xD is a good choicé is
usually choseat [0.5, 1].
4) The higher the population sidP is chosen, the lower
one should choose the weighting fadtor
These rules of thumb for DE’s control variables ethis
easy to work with is one of DE’s major contributif]. The
detailed Differential Evolution algorithm used ihet present
study is explained in section 5.

I1l.  MODELING OF THEFLEXIBLE BEAM SYSTEM

A flexible beam of length,L, in fixed-free mode is
considered. A schematic diagram of the flexible nbes
shown in Fig. 1. Force is applied at distancdrom the fixed

end at timet, and the resulting deflection from it’s stationary

position is denoted bw(x,t) and y(x,t) respectively. The
motion of the beam in transverse vibration is foated by
fourth-order partial differential equation (PDERpthyields the
following equation[9]:

2 8%y(xt) | 8%y(xt) 1
Sx* Sx2

u(x, t) @

m

where u(x,t) is the actuating force applied at a distance,

from its fixed end at timd, y(x,t) is the beam’s deflection at a

distancey, from its fixed end at timé, p is the beam constant

represented byﬂzzﬂ, with E, I, p and A representing
PA
Young’'s modulus, moment of inertia, mass density amss-

sectional area respectively, amds the mass of the beam. The

model in (1) does not have damping, so there ismergy loss
in the model mathematically. The boundary condgianfixed
and free end of the beam are given by:

in selecting the cdntro
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y(0,t) =0
288~ ¢
M(L,t) = % =0
VL, =220 - g )

whereM andV represent shear and bending moments of the ;.

beam respectively.

Fig. 1 Schematic diagram of a flexible beam system

Finite difference (FD) method is chosen to obtdie t
numerical solution of the PDE in (1). Simulatiorfsflexible
plate and beam via FD method are easy to imple@hthe
method has been proven effective in investigatiggadics
behavior of structures [4], [19]-[20] . The beandiscretized
into a finite number of equal-length sections (segts), each

of length, Ax, and the deflection of beam at the end of each

segment is sampled at a constant tite By using first-order
central finite difference, the PDE in (1) becomes:
3

2
Yoy = =Yy — 2SY, + - U(x, 1)

whereU(x,t) is annx1 matrix which represents the actuating

force applied on the beamy,, (k = j-1, j, j+1) is annx1
matrix which is the deflection of the beam at segnieton at

time stepk andSis known as stiffness matrix, which give the

2
characteristic of the beam anid = [834] u?. The dynamic
behavior of the beam can be simulated using (3iclwtan be
programmed easily via any digital programming saftv In
this research, Matlab software was used to modgel {Be
simulation platform is designed so that user casilyeatudy
the cases of any number of segments, length ofodem,
different excitation signals and other simulatiequirements.
Before executing the simulation model, the pararseté
the beam given in Table 1 were set into the Matabpt.
Then the sampling time was set to be 0.3 ms inrdasatisfy
the convergence requirement for the simulation hictv A*
must be properly chosen between/§<0.25 [21]. The above
sampling time is also sufficient to cover a broashge of
dynamics of the flexible beam.

TABLE |
BEAM SPECIFICATIONS
Parameter Value
Number of segment 20

b 0.3629
Mass 0.037 kg
Length 0.635m

Beam constant 1.351

IV. DIRECT ADAPTIVE CONTROL SCHEME

adaptive controller scheme using differdntia
evolution algorithms is used in active vibrationntol for
flexible beam. The aim of this controller is to pogss the
unwanted vibration of the beam by means of optitiiea
method. Fig. 2 illustrates the block diagram of\actvibration
control using differential evolution direct optiration
controller scheme. An unwanted disturbance sigmaltse
broadband disturbance into the structure whicheteated by
a detector. Then, the detector senses the disttetsgnal and
feed to a controller. The controller will determitiee amount
of actuator signal to reduce the level of vibratiah an
observation point along the structure.

Segment

77777777777777777777777777777777

Observed signal

Y,

4
|
I
|
|
|
|
|
|
|
|
|
L

Secondary signal

Flexible Beam

Disturbance
Force

\\

C@)=k—22

DE optimisation
algorithm

Fig. 2 DE AVC of flexible beam using DE direct atigp controller

In this study, the aim of the controller designasninimize
the deflectionYo via the actuator forcing signal)c for
generating anti-phase control signal to countataet/ibration
produced byJp. Optimal vibration reduction can be achieved
by DE optimisation method based on the observedatiy,.
The controller is realized in a linear parametao as:

Uc(t) = —aUc(t — 1) — apUc(t — 2) — -+ — a Uc(t — n)+boUy (8) +

(4)

b Uy (t — 1) + -+ boUpy (t —m)

wheren andm are the order of lags for the denumerator and
numerator of the controller model order structure.

DE optimisation method is designed in such thaait be
used to find the best controller structures as vedll its
parameter in order to yield optimum cancellatiomafadband
vibration at the observation point along the bed@tre fitness
function used in the optimisation algorithm is mhsm the
mean square error of observed deflection sigialwhich is
formulated as:
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fle) = =3, (1%, 1)? 5)

k a, a a; ay, as b, b, bs b, bs m n

Fig. 3 Problem dimension

where N represents the number of output samples. With the

fithess function, the global search technique af DE is
utilized to obtain the best parameters and ordercttres of
the controller.

V.IMPLEMENTATION OF DE CONTROLLEROPTIMISATION

Differential evolution (DE) algorithm is a heuristi
optimization algorithm recently introduced. Unligenple GA
that uses binary coding to represent the paramebgsuses
real coding of floating point numbers. The crudiida behind
DE is a scheme for generating trial parameter wvscto
Basically, DE adds the weighted difference betweéen
population vectors to a third vector.

The key parameters of control aNP - the population size,
CR - the crossover constarit,- the weight applied to random
differential (scaling factor). It is worth notinghdat DE’s
control variablesNP, F andCR, are not difficult to choose in
order to obtain promising results. Storn [22] haene out
with several rules in selecting the control pararet The
rules are listed below:

1) The initialized population should be spread as mash
possible over the objective function surface.

2) Frequently the crossover probabili§RLI[0,1] must be
considerably lower than one (e.g. 0.3). If no cogeace
can be achieved;RL][0.8, 1] often helps.

3) For many applicationslP=10xD, whereD is the number
of problem dimensiorF is usually choseat [0.5, 1].

4) The higher the population size\P, the lower the
weighting facto= should choose.

These rules of thumb for DE’s control variables athis
easy to work with is one of DE’s major contributiidm].

The detailed Differential Evolution algorithm usiedtuning
the PID controller is presented below:

A. Setting DE Parameter Optimisation

All the DE optimization parameter required foriopkation

process is listed below:

¢ D - problem dimension

NP, CR F - control parameters

¢ G- Number of generation/stopping condition

¢ L,H- boundary constraints

In this study, population siz&lP = 65, crossover constant,

CR = 0.8, mutation constant = 0.5, and the number of
generatiorG = 100. The problem dimensiob,is set based on
the number of controller parameters, numerator rord
denumerator order and controller gdinused in the objective
function. In the previous study, controller modetder
selection has been done by a trial-and-error metNoev, an
alternative approach has been developed to sydtsihat
search for the best controller model structure togrewith it
parameter values. The range for controller moddewoihas
been set from 0 to (= n = 0 to 5) which mean the problem
dimensionD = 13. Fig. 3 illustrates the individual of sotuti
space in problem dimension. Individual in probleimehsion,
D:

The boundary constraint is set based on the indéatid
parameter range. For example, controller parametensd b
are set at the interval of [-1, 1], it means tloat boundaryL
= -1 and high boundaryd = 1. Details information about DE
initial setting is shown in Fig. 4.

D=13;%dimension of problem
NP=65;%Population size
F=0.5;%differentiation constant
CR=0.8;%crossover rate
GEN=100;%generations

%order

Lm=1; %low boundary constraint 1Kp
Hm=5; %high boundary constraint 1
Ln=1; %low boundary constraint 2al
Hn=5;%high boundary constraint 2
%parameter

L1=0; %low boundary constraint 1Kp
H1=1000;%high boundary constraint ]
L2=-1; %low boundary constraint 2al
H2=1;%high boundary constraint 2
L3=-1; %low Oboundary constraint 3 ap
H3=1; %high boundary constraint 3
L4=0; %low Oboundary constraint 4 b1
H4=1:%hiah boundarv constrain

Fig. 4 DE parameter setting

B.Vector Population Initialisation

Initialize all the vector population randomly inethgiven
upper and lower bound and evaluate the fithess.df gector.

Pop, =L+(H -L)rang, (01), i=1,.P,j=1,.NP. (6)
Fit = f (Pop;) )

Before the optimization is launched the populatieeds to
be initialized and its fitness function needs toewaluated.
The population is initialized randomly within itsolindary
constraints is done using (6). Each of the indigidin the
population is used to compute the fitness valueclvhéferred
as MSE The fitness value is computed by the fitness fonct
as in (7) which is referring to active vibration ntml of
flexible beam. Fig. 5 shows the block diagram opydation

&nd its corresponding fitness value. For examgleontrol

parametersa and b LI[-1, 1], controller gaink [I[0, 1000],
and controller model ordem andn [I[1, 5], population and
fitness values are calculated as:
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For controller gaink L1[0, 1000],
Pop, 1 = 0+ (1000 — 0)rand, 1(0,1)
Pop,, = 6888 =k

For parameterg, L[-1, 1],
Pop,, = -1+ (1 — (—1))rand, ,(0,1)
Pop;, = 0.5944 = q,

For controller model order, nb][1, 5],
Pop, 1, =14 (5 = 1)rand, 1,(0,1)
Pop;q, = 104714 =m

Then, the value of individualare sent to the objective
function which is the AVC of flexible beam systern t
compute for fithess value (refer to Fig. 5 below).

Individual X
J

Population, -

P - 5 .
“ XIox2 NP

AVCof
b5 flexible beam

1

Fitness,| | | | | | | _____________
Fit lj__lj__liliE ’ li|
i

Fig. 5 The block diagram of population and its esponding fithess
value

C.Perform Mutation and Crossover

Whenever initialization process is done, the ojtion
process is executed. The optimization process wilh
iteratively until the end of generations. By refiegrto Fig. 6,
the first individual fitness value from the currgrtpulation is
set to be the target vector. Then the trial veidareated by

selecting three individuals randomly from the catre honiation. The block diagram on how this procasddne is

population, mutate using (8) and crossover with thget
vector. The fitness value (MSE) of the trial ved®computed
by sending its individuals to the fithess function.

i) Mutant vector
For each vectorx s (target vector), a mutant vector is
generated by:

Vj,G+1 =Xi3G + F-(XrlG - XrZ,G) (8)

Where the three distinct vectoss;, %, and x; randomly
chosen from the current population other than tavgetor
X,c. The detail example how the mutant vector is deitegch
is shown in Fig. 6.

3 Random Individual

Popudation,
Pop

k

al to
as

Dimension of blto
problem.D ; b5

m

n

Target Vector, x; J
+F

Mutant -
Vector, vy

Vign =Xsct F.(X16 = Xi26)
Fig. 6 Mutation process

ii) Crossover
Perform crossover for each target vector with itstant
vector to create a trial vectgg..

Uj g = (Ugjge1rUzjgere-Upjce)

U= Vijg+ If (rand <CR) O Rnd=1)
1677 1x; ¢ otherwise

i=1,....D

Crossover is done in order to increase the dityersdi the
perturbed controller parameters for each individiralthe

shown in Fig. 7.

Target Vector Mutant Vector Trial Vector

uy

rand2) < CR

Problem
Dimension, D _|
i=1,.,13

Fig. 7 Crossover process
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D.Verifying the boundary constraint

If the bound (i.e. lower & upper limit of a varig)lis
violated then it can be brought in the bound rarige.
between lower & upper limit) either by forcing it
lower/upper limit (forced bound) or by randomly igssng a
value in the bound range (without forcing).

if x; O[L,H], x =L+(H-L).rand (01 9)
Equation (9) is purposely used in order to make $hat all
the parameter vectors are within its boundary cairgs.

E. Selection

Performance of the trial vector and its parentdmpared
and the better one is selected. This method is lalsavn as
greedy selection. Selection is performed for etafyet
vector,xc by comparing its fithess value with that of thialtr
vector,u;s. Vector with lower fitness value is selected fexn
generation. Fig. 8 shows how the selection procass
performed. The process is repeated until a termoimat
criterion is met. The flowchart shown in Fig. 9 suarizes the
DE algorithm.

Target vector, ¥,

AVC of
flexible beam

¥

Fig. 9 Flowchart of differential evolution direail@ptive controller of
AVC flexible beam system

VL.

In this section, fixed free flexible beam with sifieations
in Table 1 was simulated. The beam was divided iflo
segments and a sampling time of 0.27078 ms thiafisatthe
stability requirement of the FD simulation modeldars
effectively to cover the resonance frequenciesibfation of
the flexible beam. In order to study the perforneaon the
proposed controller, sine disturbance signal wittplitude of
10V and frequency of 15 Hz was applied at segmanifthe
beam, and the control actuator signal was appliseégment
20. The detector and observed signal were placesggrhent
14 and 20 respectively.

The proposed controller is design based on DE direc
adaptive control. Differential evolution optimisati method is
used to search for the best controller parametwisding its
optimum controller model structure. All these candone in
single optimisation approach. The search spacedotroller
gain, controller parameters and controller modeleoris set
based on Fig. 4. Since there was no prior knowleatgait a
suitable order of the controller, thus in this @sé an
automated approach is proposed to search for thet be
controller model order within 1 to 5. The selectioh DE
optimisation parameters has great effect on thimpeance of
the DE search algorithm, thus some guidelines aadladle
[14]. Normally, NP should be chosen between 5 to 10 times
the dimensions of problem. The valueFofies between 0.4 to
1.0 and forCRis from 0.1 to 1.0, but in gener@R should be
as large as possible for quick solution. In thiadgt the
number of generatiorGEN, NP, F and CR were set to 100,
65, 0.5 and 0.8 respectively. The complete paramaietting
can be seen in Fig. 4.

As shown in Fig. 10, DE optimisation achieved thestb
MSE levels 0f2.424 x 13° m in the 98 generation with sine
disturbance force signal. The optimum values fonticler
gain, controller parameters and controller modeleorare
shown in Table 2. All these values have been saartiomly
using DE optimisation method in a way that a global
minimum of MSE is achieved. This result reveal tilaé
proposed method can be used to automatically sdarde
best controller model order by eliminating trial daerror
method proposed by previous studies [10], [13]].[23

The system performance with sine disturbance isvehia
Figs. 11 and 12 which illustrate the time and fieamy
responses of the beam deflection respectively bedad after
control where a significant reduction of vibratidevel is
achieved. It is observed that the spectral attémstchieved
at the first five resonance modes of the beam &r&36dB,
23.37 dB, 24.39 dB, 9.16 dB and 8.559 dB respdgtifsee
Fig. 13). It shows that the power spectral densitthe system
reduces sufficiently at the first mode because finst
vibration mode of system has large impact on oVeyatem
performance as it consist most of the vibratiorrgye

SIMULATION RESULTS
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Fig. 10 DE convergence profile

TABLE Il

IDENTIFIED CONTROLLER PARAMETERS

Controller

gain. k 353.2
Numerator 3
order
Denumerator 4
order

al a2 a3 a4 ab
Numerator
parameter -0.6524 -0.3644 -0.3393 -

bl b2 b3 b4 b5
Denumerator
parameter -0.6373 -0.2260 0.2881 0.0923 -

Fig. 11 Time domain responses

Sirle ided Ampitude Spectrum of Y1)
T

ot ee)

P,

A
el

Mt
T—

o 2

W

a @ 0

W
Frequency ()

Fig. 13 Amplitude attenuation
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VII. CONCLUSION
The design and implementation of an adaptive active

control mechanism using DE optimisation algorithas tbeen
presented and verified through simulation exercigesa
flexible fixed-free beam system. The performance thé
control system in vibration reduction with sine tdibance
force signal has been assessed. It has been deatedshat,
a significant amount of vibration reduction ovee thll range
of frequencies of the input signal has been ackieviéne
methodology proposed in this paper utilised DE rofgation
to directly adjust controller parameters based hen MSE of
observed signal at the tip of a flexible beam. Tinaivation
gained with this approach is that no knowledgehefdynamic
characterisation of the plant is needed for colerol
adaptation. The proposed method to automaticablyckefor
the best controller model order structure is aldewbork
successfully without trial and error method.
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