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Abstract—There have been significant improvements in automatic
voice recognition technology. However, existing systems still face dif-
ficulties, particularly when used by non-native speakers with accents.
In this paper we address a problem of identifying the English accented
speech of speakers from different backgrounds. Once an accent is
identified the speech recognition software can utilise training set from
appropriate accent and therefore improve the efficiency and accuracy
of the speech recognition system. We introduced the Q factor, which
is defined by the sum of relationships between frequencies of the
formants. Four different accents were considered and experimented
for this research. A scoring method was introduced in order to
effectively analyse accents. The proposed concept indicates that the
accent could be identified by analysing their formants.

Keywords—Accent Identification, Formants, Q Factor.

I. INTRODUCTION

Sound is a vibration that propagates through the air or other
media. These vibrations are usually caused by vibration of
objects such as musical instruments, speakers, or in case of
speech, vocal chords. Being able to detect and process these
vibrations has tremendous evolutionary advantage for humans
and other species. However to process and understand these
vibrations is a challenge for computer systems and Artificial
Intelligence.

First step in computer speech recognition is the process
of digitising the speech signal and transforming it into a set
of useful features at a fixed rate. These measurements are
then used to search for the most likely word candidate in the
database, making use of constraints imposed by the acous-
tic, lexical, and language models. Throughout this process,
training data are used to determine the values of the model
parameters.

The majority of speech recognition systems require training
by the speaker, where the user provides samples of his or her
speech. However there are other systems which are speaker-
independent, but the accuracy of those systems are lower.
Recognition is generally more difficult when vocabularies are
large or have many similar-sounding words and when the
dialect or accent of the speaker is different than one who
trained the system.

Dialect can be simply described as: ‘a variation of a given
language spoken in a particular place or by a particular group
of people’. While it is considered that a person has an accent
when s/he does not sound like a native speaker. Accents
usually come from the articulation habits of the speaker in
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his/her own native language. It has been shown that a speaker’s
first language affects production and perception of English
as a second language and that these effects are experience-
dependent [6]. While dialect and accent do not cause that
much trouble in communication between humans, it causes
a lot of problems for speech recognition systems.

It has been shown that the phoneme, which is the smallest
segmental unit of sound, is perceived to have important
function by speakers of the specific language or dialect [5].
Also, distinctive patterns arise from differences in vowels
and consonants as well as the stress patterns, rhythm, and
intonation. These features can vary in the way that they are
articulated (e.g. formants, stress patterns, etc).

In this work we address the problem in identifying the
speaker’s accent based on pronunciation of a short phrase.
More specifically, the intention is to identify which acoustic
features of the pronunciation play the most important role
in identifying the accent. From online available resource we
acquired speech of the same text of four commonly present
English accents in Australia and analysed which acoustic
feature play the most important role in identifying particular
accents specifically by pronunciation of particular vowels. We
propose a scoring method and in experimental evaluation, we
show that our scoring method can prove high probability of
identifying accents.

This paper is organised as follows: In the next section we
provide some necessary background information related to
sound, formants, and short term Fourier transformation. In
Section 3 we provide a brief literature review on existing
works that has been done in this field. In section 4 we present
our scoring method methodology. In section 5 we explain the
experimental process involved including the data gathering,
analysis and results. Finally, in section 6 we conclude the
paper.

II. BACKGROUND

Understanding the characteristics of a speaker’s accent can
have tremendous value in better receiving the nature of the
speaker’s language of origin. However applying their native
speech to the English language can prove to be difficult due
to the rules of the English language. A common case is
the pronunciation of words and certain linguistical elements
like stress, rhythm and intonation. The technical side of this
research involved the understanding of visual representation
of a signal and applying mathematics to calculate the features
of the signals. Once calculated, a figure can be produced to
further make the investigation more plausible. The following
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sections briefly provides information to better understand the
content of this research.

A. Sound

Sound is vibration that propagates through the air and
other medium. The vibration of the air are caused usually
by the vibration of other objects, such as vocal chords,
musical instruments, speakers, and so on. A sound has a
pitch, which is determined by the frequency with which the
pattern repeats itself. This repeating pattern of movements
distinguishes sounds from noises. Such a regular movement
is described by a sine wave which has a particular frequency.

Being able to detect and process these vibrations has
tremendous evolutionary advantage for humans and other
species. Our ears analyse sound vibration of different frequen-
cies which are extracted from the sound and sends them to
different nerve endings. However, to process and understand
these vibrations is a challenge for computer systems and
Artificial Intelligence.

B. Formants

The term formant refers to spectral peaks in the harmonic
spectrum of a complex sound [5]. Formants in the sound of
the human voice are particularly important because they are
essential components to distinguish vowel sounds. Specifically,
there are differences in the first three formant frequencies,
which play the most important role, as it can be seen in Figure
1 (This figure is a screen shot of the application which was
developed as part of this work).

Fig. 1. Formants

Fundamental frequency (F0) is the frequency of repetition
of the periodic waveform of the voiced speech signal, corre-
sponding closely to our perception of the pitch of the speech.

C. Short-term Fourier transforms - STFT

Many methods for speech signal analysis start with Fourier
transform that gives complete description of signal compo-
nents in the frequency domain. Very broadly speaking, the

Fourier transform is a systematic way to decompose generic
functions into a superposition of ’symmetric’ functions. These
symmetric functions are usually quite explicit (such as a
trigonometric function sin(nx) or cos(nx)) and are often as-
sociated with physical concepts such as frequency or energy
[7].

The short-term Fourier transform (STFT) is used to de-
termine the sinusoidal frequency and phase content of local
sections of a signal as it changes over time. For Continuous-
time STFT the function to be transformed is multiplied by a
window function which is zero for only a short period of time,
as it can be seen in Equation 1. The Fourier transform of the
resulting signal is taken as the window along the time axis,
resulting in a two-dimensional representation of the signal.
Mathematically, it can be represented as:

STFT {x(t)} ≡ X(τ, ω) =∫ ∞

−∞
x(t)w(t − τ)e−jωt dt (1)

While for discrete-time STFT the data to be transformed
could be broken up into frames. Each frame is Fourier
transformed, and the complex result is added to a matrix,
which records magnitude and phase for each point in time
and frequency [15]. This can be expressed as:

STFT {x[n]} ≡ X(m,ω) =
∞∑

n=−∞
x[n]w[n − m]e−jωn (2)

with signal x[n] and window ω[n]. In this case, m is discrete
and ω is continuous. The magnitude squared of the STFT
yields the spectrogram of the function. When the STFT is used
for spectral analysis, the {xn}, sequence usually represents a
finite set of uniformly-spaced time-samples of some signal
x(t), where t represents time.

spectrogram {x(t)} ≡ |X(τ, ω)|2 (3)

Many methods for speech signal analysis start with Fourier
transform, that gives complete description of signal compo-
nents in the frequency domain.

III. RELATED WORK

There has been a significant improvement in speech recog-
nition system technology and there are a lot of commercial
software (Microsoft Dictation) and freeware (for example,
e-Speaking), which in some cases with high accuracy can
perform speech recognition. This success can be attributed
to the significant attention that this field has received from
researchers. Work was mostly concentrated on methods of fast
learning as well as identifying which component of the speech
plays the most important role for identifying speech.

One of the first work on automatic accent identification
dates back to 1986 when McDermott found that a variety
of phonological factors influenced listener’s judgments of
accent, as well as listener background and exposure to foreign
languages [11]. Subsequent studies have considered the role of
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pronunciation, such as vowel quality [12] in affecting listener
perception of foreign accent.

While there are not enough investigations devoted to the
accent identification, significant attention was given to the
identification of different language dialects, for example, to
identify Brazilian Portuguese from European Portuguese [4]
and British English from American English [16].

In the literature, attention was also given to identify which
specific parts of the speech play an important role in identi-
fying dialect. The acoustic characteristics of the vowels have
been considered to play the most important role in identifying
dialect, [4], as well as, vowel pronunciation [8].

Another approach has attempted the acoustic-phonetic struc-
ture of English regional accents. The modelling of intonation
and duration correlates of dialect as the modelling of formants
[2], [1]. For example, Australian vowels have longer duration
than those of British and American dialect while Australian
consonants have shorter duration than those of British and
American dialect [16].

It has been reported that every vowel has the maximum
frequency and that frequency depends on gender. For example,
the median of the 140 cases ceilings for the female was 5450
Hz, and the median of the 140 optimal ceilings for the male
was 4595 Hz [4].

It has been identified that the energy, formants and fun-
damental frequency are the most discriminative features for
identifying specifically people with a Cantonese accent. One
author stated but has not proved that the same is the case for
the other Asian language accents [9].

The dominant recognition concepts use hidden Markov
models (HMM). An HMM is a stochastic model, the gen-
eration of the underlying phoneme string and the frame-by-
frame, surface acoustic realisations are both represented prob-
abilistically as the Markov processes. Neural networks have
also been used to estimate the frame based scores, which then
can be integrated into HMM-based system architectures [10].
Statistical methods like cluster analysis and multidimensional
scaling have successfully been used to determine dialect.

Other approaches mentioned in the literature identify accent
parameters which are based on: utilisation of Multiple Liveli-
hood Linear Regression (MLLR) [13], phone N-gram [18],
prosodic [14], and word Ngram features [3]. However, these
approaches showed to be only applied to specific languages.

Also, it has been proposed to consider relationships between
F1, F2 and F3 formants by calculation speaker’s k-factor as a
ratio of the average F3 value for vowel /a/ (in word ”Bark”)
for one specific speaker divided by the average for all speakers
[17].

IV. SCORING METHOD

In our work we utilise the Fast Fourier Transformation to
find the frequency spectrum. As it can been seen in Figure 2
after Fourier transformation, a Linear Predictive Coding (LPC)
filter was used to clearly obtain peaks in the frequency domain
and identify each formant.

We define the term harmonicity factors:

H10 = F1/F0

H21 = F2/F1

H32 = F3/F2

These factors basically represent numbers defining relative
positions of the formants and their relationship on the fre-
quency scale. We identified that this relationship of formants
is quite unique and consistent for different accents and for
different vowels.

We define the Q factor of the speech as a sum of harmonic-
ities:

Q = H10 + H21 + H32

We intend to use Q factor to investigate it’s uniqueness for
specific accents.

V. EXPERIMENT

In the voice signal we isolated the fundamental, first, second
and third Formant. By using different speakers from different
backgrounds, this work looked into which formants, their
relationship and position on the frequency scale and other
parameters, are crucial for different accents.

The Fourier transform was used to identify spectral analysis.
The use of spectral analysis in sound and signal processing
gives visual representation of a signal that can further help
in identifying key features within the signal. A frequency
spectrum gives the frequency on x-axis and amplitude on y-
axis of the sound. This is useful for finding certain peaks
within the signal and to identify formants. Clustering methods
was used for analysing differences in the pronunciation of the
vowel in the words.

While trying to reduce the editing and retain the nature of
the sound, we opted not to normalise the sound, as our early
tests showed no significant difference between the original and
normalised sound. Filtering the noise was considered early on,
but didn’t show dramatic difference between the filtered and
non-filtered sound so therefore it was disregarded.

A. Data gathering

Due to the difficulty to record a variety of accents and to find
a significant number of people from the same background and
same accents, we decided to use suitable recordings available
in an online archive. We found sound files on the Speech
Accent Archive web site (http://accent.gmu.edu/). On this web
site a variety of accents can be found where all the speakers
are asked to read several sentences.

The sentences contained certain words that made strong
emphasis on the vowels. This was useful for us as we
wanted to investigate characteristics of different accents and its
influence to the vowel pronunciation. The sentence we chose
is as follows:

"Ask her to bring these things with her
from the store."
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Fig. 2. LPC Filtering

We have chosen one sentence with strong emphasis on the
vowels in order to investigate how on average different words
(vowels) within the sentence influence distribution of formants
for different accents. We decided to investigate several English
accents, which are typical representatives of accents found in
Australia.

In making the decision which speakers to consider, we have
taken into consideration the age of the speakers, as it has been
shown that older age people have a stronger accent. We have
taken into consideration the onset of learning English as well
as disregarding candidates who have spent more than 10 years
in English speaking countries.

The following English-speaking accents are considered:

• Chinese
• Indian
• Korean
• Croatian

We have conducted relatively a small scale experiment
consisting of about 15 speakers from each English-speaking
accent. Despite the relatively small scale we were able to draw
conclusions and to identify patterns.

In order to have consistency we have chosen the same
gender, in our case we have chosen the ’male’ gender. The
voice range of females is not as consistent as males, therefore
having to neglect female candidates for this research. Despite
using online available source data, it contained the consistency
we were looking for. Keeping in mind the nature of this work,
to recognise accents from speech mostly obtained over the
telephone, we decided not to alter the original sound files. As
most recordings contained some sort of background noise and
ambience, the use of normalisation and filtering was bypassed
to correspond to everyday real life situations.

The process of gathering the sound files involved extracting
the MOV files. Once all the necessary files were extracted, they
needed to be converted into WAV audio only format. Using
the RealPlayer application, we converted the MOV files into
WAV formant with a bit rate of 16 by 44.1Khz sample rate.
Once converted, it needed to be down sampled to the sample
rate of 8000Hz while keeping the bit rate the same for the use
of the analysis application, commonly used for phonetic and
linguistic analysis, which we developed in Matlab. Reason for
dropping the sample rate is that we are only looking at the
frequency range of the human voice which ranges from 60

Accent ”QFactor”
Korean1 6.68
Korean2 6.55
Korean3 6.49
· · · · · ·
Korean15 6.33
Average 6.57

TABLE I
Q FACTOR OF KOREAN ACCENT

to 7000Hz, plus we intend to uncover the fundamental, first,
second and third formant frequencies.

This maximum frequency of the sampling rate is chosen to
enable to capture the third formant, which is usually under
4000Hz. However it is important to mention that in order to
squeeze more phone lines into a single wire, the telephone
companies limits the frequency bandwidth of phone calls
between, roughly 350Hz and 3,500Hz. Since normal human
hearing ranges from 20Hz to 20,000Hz, the limited frequency
response in a phone call gives it a unique sound.

Out of all the recordings we decided to look more
closely into the sentence one: "Ask her to bring
these things with her from the store". Find-
ing the formants of each speaker involved going through each
preprocessed recording. The formant data was automatically
recorded out from the application developed in Matlab into
Microsoft Excel spreadsheets for further analysis.

B. Results and Analysis

We looked into frequency distribution and formants posi-
tions of the whole sentence. Specifically, we identified that
only the relative relationship of formant F1 and F2 clustered
very well together for the same accent, as can be seen in Figure
3.

Also, while looking into the data and relationship of for-
mants, we identified that for different accents different rela-
tionship of formants are more specific for particular vowels.

This difference is even more evident when a whole sentence
is taken into consideration Figure 4, which provides evidence
that the accent is possible more easily to identify if a whole
sentence is considered. This is in line with when humans are
listening to English accent and trying to identify it. Basically
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Fig. 3. Clustering of formants F0 to F1, F1 to F2 and F2 to F3.

different vowels in different accents have more dominant
formant and characteristics that can be used to identify accent.
Obviously, this difference influences the Q factor.

As based only on clustering of different relationships of
formants, it is not possible with high probability to identify the
accent. We looked into the sum of relationships and distances
of formants for different accents, as explained in section 4.,

Accent ”QFactor”
Chinese 6.01
Indian 5.88
Korean 6.57
Croatian 6.02

TABLE II
Q FACTOR OF PARTICULAR ACCENT FOR THE SENTENCE.

which we termed Q factor. As it can be seen in Table I this Q
factor is relatively consistent for the same accent as it depends
basically on a specific vowel.

Table II shows some data for the Q factor for the different
accents for the sentence. It can be seen that this Q factor is
different for each accent and is dependent on a specific vowels
within the sentence. It seems that Indian and Korean accents
are far more distinguished then the other two accents. This
shows that the Q Factor can be applied to the recorded data
and calculated to give a reading to help identify the appropriate
accent if ever wanting to incorporate into a speech recognition
system.

Fig. 4. Distribution of Formants for the Sentence.

VI. CONCLUSION

In this work we addressed the problem of automatically
identifying the English accent based on pronunciation of a
short phrase. If the accent can be identified at the beginning of
the usage of the automated customer service then a appropriate
training set can be plugged in the speech recognition system,
which in turn will ensure better accuracy of speech recognition
and better efficiency. Specifically, in this work we introduced
the Q factor and showed that this factor can be used to identify
certain English accents with high probability.

As for future work, we intend to further investigate the
consistency of Q factor and to incorporate it within the speech
recognition system in order to investigate how the accuracy
and efficiency is affected by applying the training set suggested
by the Q factor and clustering method.
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