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Abstract—In this paper, a novel deinterlacing algorithm is 

proposed. The proposed algorithm approximates the distribution of the 
luminance into a polynomial function. Instead of using one 
polynomial function for all pixels, different polynomial functions are 
used for the uniform, texture, and directional edge regions. The 
function coefficients for each region are computed by matrix 
multiplications. Experimental results demonstrate that the proposed 
method performs better than the conventional algorithms. 
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I. INTRODUCTION 
EINTERLACING is a technique that converts a interlaced 
frame into a progressive frame. Even though high 

definition television (HDTV) adopts a progressive scanning, an 
interlaced scanning is still necessary in the viewpoint of 
compatibility with the existing TV and camera systems. In 
order to reduce the artifacts caused by the inherent nature of the 
interlaced image, a number of techniques have been presented 
in the literature [1-4].  

Among many techniques, the edge-based line average (ELA) 
[1-2] algorithm is most widely used due to its reliable 
performance and small computational complexity. ELA 
interpolates an interlaced line by selecting the direction of the 
highest correlation. However, this simple edge-based algorithm 
often produces artifacts when edge direction is not correctly 
estimated. In order to avoid this failure, the edge patterns are 
considered. In [3], various horizontal edge patterns are 
considered and the interpolation is performed according to the 
estimated pattern. This algorithm interpolates edge regions 
more reliably, but it still suffers from the misclassification of 
the edge pattern. In [4], an edge preserving deinterlacing is 
performed by using a block-based region classification. 
Though this technique preserves a strong edge of the image, a 
texture region of the image is not effectively interpolated by the 
block based filtering method.  

In this paper, a novel deinterlacing algorithm that 
interpolates the interlace line by using a polynomial 
approximation is proposed. Unlike applying an interpolation 
filter with the fixed coefficients for every pixel or edge pattern 
in the conventional algorithm [1-4], the proposed technique 
adaptively computes the filter coefficients. Since the 
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Fig. 1 5×3 window for the proposed algorithm 

 
coefficients are obtained by simple matrix multiplications, the 
computational burden is not severe. The experimental results 
demonstrate that the proposed technique efficiently interpolates 
texture and edge regions of the image. 

II. PROPOSED DEINTERLACING ALGORITHM 
Fig. 1 shows a 5 ×3 window for the proposed algorithm. 

Since the luminance of an image inherently has a 
smooth-varying characteristic, a luminance distribution of this 
window is modeled as the following function, 
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Similarly to [5], six unknown pixel values in the window can be 
estimated. From the nine known values, (1) can be represented 
as a matrix form, 
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or briefly f = Ac . Then, c can be obtained by multiplying the 
inverse matrix of A to the both sides of (3) as follows, 

-1c = A f.                       (3) 

Since -1A  is fixed, only calculation of (3) is required to 
approximate the luminance distribution of (1). Finally, six 
pixels to be interpolated can be determined by 
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or simply f = Bc , where f  represents a 6 × 1 vector of 
unknown pixels. By locating a center position of the window 
for every original pixel except boundary pixels, the interpolated 
pixels become overlapped. Therefore, the interpolated pixel 
values are accumulated and divided by the number of 
accumulations. By applying the proposed method, pixel values 
can be smoothly interpolated. However, the polynomial 
approximation of (1) for every luminance distribution does not 
consider the local characteristics of the image. In order to 
preserve image details, the luminance distribution is modeled 
based on the local characteristic of the pixels in the window.  
    From nine known pixels in the 5×3 window, a center pixel is 
classified into six regions. Based on the variance of the nine 
pixels, the center pixel is firstly classified into the uniform, 
texture, and edge regions [6]. Then, if the center pixel 
corresponds to the edge region, its direction is determined out 
of four directions including the horizontal, vertical, and two 
diagonal directions. Specifically, among four directions, the 
one with the minimum directional variance is selected to the 
edge direction.  

Given the classification of the pixel, the best luminance 
model for each class is investigated. In order to find a suitable 
luminance model for each class, several luminance models are 
examined from (1). Among the 9 terms in (1), each term is 
discarded independently, so that 511 combinations are possible. 
Then, several interlaced images are generated from the 
progressive images, and interpolate every interlaced line by 
using 511 models. By comparing 511 models in terms of the 
peak signal-to-noise ratio (PSNR) of the deinterlaced image,  
the most suitable model for each class can be found. Note that 
for each model, A and B need to be modified according to a 
function model. Throughout the simulations, the most suitable 
luminance distribution model for each class is determined as 
follows: 
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Fig. 2 Experimental results on Barbara image using (a) ELA, (b) CM1, 

(c) CM2, and (d) Proposed methods 
 

TABLE I 
PSNR COMPARISON OF CONVENTIONAL AND PROPOSED ALGORITHMS 

Methods Lena Barbara Bridge Pepper 
ELA 31.94 32.08 25.90 33.23 
CM1 32.99 33.77 26.30 33.55 
CM2 33.43 34.21 26.42 33.68 

Proposed 33.38 35.07 26.83 33.55 
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where uf , tf , e horf − , e verf − , and e diagf − represent the 

obtained model for the uniform, texture, horizontal edge, 
vertical edge, and diagonal edge region, respectively. By 
adopting this adaptive luminance model, the local 
characteristics of the image can be utilized, so that the 
interlaced line can be more effectively interpolated.  

III. EXPERIMENTAL RESULTS  
In order to evaluate the performance, four progressive 

images including Lena, Barbara, Bridge, and Pepper are firstly 
converted to the interlaced images by skipping every even line. 
Then, ELA, the edge pattern based algorithm (CM1) [3], and 
region classification based algorithm (CM2) [4] are compared 
with the proposed algorithm. Fig. 2 shows the magnified region 
of deinterlaced Barbara image obtained by various algorithms. 
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As can be seen, annoying artifacts exist in the texture region in 
Figs. 2 (a), (b), and (c). Though CM1 and CM2 perform better 
than ELA, these artifacts are still noticeable. However, the 
proposed algorithm preserves the texture and edge of the image 
without generating annoying artifacts as shown in Fig. 2(d).     

Table I shows the quantitative comparison of the 
deinterlacing methods. As can be seen, the PSNR of the 
deinterlaced image obtained by the proposed method is 
comparable or higher than that of the conventional algorithms.  
  

IV. CONCLUSION 
In this paper, novel deinterlacing algorithm that interpolates 

the pixel by applying the pattern based polynomial 
approximation is proposed. Since a polynomial model is 
derived for each class by considering the local characteristics of 
the image, the local image details can be preserved without 
producing annoying artifacts in the resultant image.  
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