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Abstract—Understanding the number of people and the flow of Hashimoto et al. resolve the problem of countingpbe

the persons is useful for efficient promotion ofe tlinstitution
managements and company’s sales improvements. pager
introduces an automated method for counting pagaesing virtual-
vertical measurement lines. The process of recaymia passerby is
carried out using an image sequence obtained fnenfSB camera.
Space-time image is representing the human regiomsh are
treated using the segmentation process. To hahéletoblem of
mismatching, different color space are used togoerfthe template
matching which chose automatically the best matchéindetermine
passerby direction and speed. A relation betweesguhy speed and
the human-pixel area is used to distinguish onevorpassersby. In
the experiment, the camera is fixed at the entrdoce of the hall in
a side viewing position. Finally, experimental résuverify the
effectiveness of the presented method by corredéiecting and
successfully counting them in order to directisith accuracy of
97%.

Keywords—counting passersby, virtual-vertical measuremenz

line, passerby speed, space-time image

|. INTRODUCTION

IDEO surveillance technology has received a graage

of attentions because of its potential wide apfibhee in
restricted and open areas for safety and secwifyirements.
Moreover, a home surveillance system is a perfezy w0
provide extra protection for families, home or Imess. A
home safety system typically includes fire detectias well as
protection against break-ins. Therefore, the sgcuand
protection have become very important for many cemuial
areas and companies [1].

using a specialized imaging system designed bygu#i
sensitive ceramics, mechanical chopping parts aRd |
transparent lenses [5]. But, the system shows gootgem in
counting with large movements from arms and legstts
system will be not appropriate in commercial cerfttecause
of the high density traffic when people enteringegiting.

Terada et al. had suggested a system that cannileser
people direction movement and count people as thess a
virtual line [6]. The advantage of this methodtigvoids the
problem of occlusion when groups of people passutin the
camera's field of view. But the problem is thatstihihethod
needs to have a good calibration of two camerasiwdD
reconstruction is used). Terada and Matsubara h@abped a
method of counting multi-direction passerby by gsaritical
space- time image [7]. A critical measurement imeet on a
equence of the background subtraction images. iewehe
irection information of passersby cannot be olg@ifrom
this space-time image. Therefore, two circular roesmsent
lines are set on a sequence of the background astiloin
images which is a complicated processing. Teradafdsuta
had proposed a method for the automatic generatibn
passerby images from videos recorded by Internmiecas to
facilitate their later use [2]. However, a passegppears, his
image exists in multiple frames, but only the sindgtame
offering the best image for storage is selectedthadest are
deleted.

This paper proposed an automatic method of counting
virtual-vertical

passerby by recording images using
measurement lines. The process of recognizing sepag is

Counting people is an important task in automatigarried out using an image sequence obtained frddi U

surveillance systems. To analyze store performancesctly,
people counting must be accurate. It is a ‘falsenemy’ to
select a people counting system on the basis ¢fatose. As
management consultant Peter Drucker once 8iigou can't
measure it, you can’'t manage if2]. Moreover, many violent
crimes have increased and become serious probtanmsany

institutions and commercial areas [3]. Many of suclg

measurements are still carried out on manually [4].
Therefore, it is necessary to develop the autonmagthod
for counting the passing people. There are soméeear
researches already proposed in counting the pagsngle.
However, most of these papers have used over-haadra

viewing.
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camera located in side view position. It is neces$a note
that there are different camera viewing; over-heaw, front
view and side view. However the previous approacies ot
applicable to wide installed side view camerascetefor this
work. This new approach uses a side view cameftafaélcad
and solved new challenges: (1) two passersby wailkirclose
roximity to each other, at the same time, andhi& $ame
irection, (2) two passersby moving simultaneousty
opposite directions, (3) a passerby moving in a,lfiollowed
by another, or more, in quick succession.

In this study, space-time image is representiegithe as a
pixel distance which is used to support the alparitto
achieve the accurate counting. The human regiosastetd
using the passerby segmentation process. The systixing
automatically to select the best matching whichedrine
passerby direction and speed. In the experimeatcamera is
installed on the left side of the room near thearte. The
experimental results verify the effectiveness @& gresented
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method. In other words, every person was detebtethe
proposed method and the passerby record imageriiscty
generated. Moreover, an additional and significasult was
that the number of people passing the camera waessfully
determined and counted.

Il. THE PROPOSEDALGORITHM

A.System Overview

The proposed algorithm steps as follows

The first step is acquiring the frame from the cean&he
next step called preprocessing step which conteaxtkground
subtraction, removing noise and establish the
measurement lines. After that movement detecticthaskey-
point for the algorithm to start generate the sgame images.
Then treat the human pixel area via segmentatiooegss. The
next step is performing the template matching ttermeine
direction and speed. Finally, count according t® direction
and number of passing people.

The schematic flow chart for the proposed algoritlam
shown as Fig.1. More details for the algorithm stepe
discussed on the following sub-sections.

| Frame accusatic |4_
v

| Preprocessir |

Movement
detectiol

| Spac-time image generatit |

v

| Seagmentation proce |

v

| Template mtchina (RGB, YUVand YIO! |

v

| Determine direction and spe |

| Counting proces l—
Fig. 1 The flow of the proposed algorithm scheme

B.Frame Acquisition

Frames are captured continuously by a camera ledtat a
surveillance site. The surveillance camera is comkto a
personal computer to acquire the image data. Inuzge of
passersby, from the time they enter the frame threi} exit the
frame, are extracted from the acquired image series
Fig.2 shows an example of image sequences caphyréde
camera. The 320 x 240 pixel images are capturedhby
camera as bitmaps. The image is obtained by a @8R@ at
an average of 17 frames per second. The imageg i Were
acquired via a camera installed on the left sidénefroom near
the entrance. In Fig.2 (a), a person enters thadraone and
movement is detected by the algorithm. In Fig.2, @me
passerby is crossing in front of the camera. InZ{g), two

four

passersby are walking in close proximity to eadieqtat the
same time, and in the same direction. In Fig.2 (d)o
passersby are moving simultaneously in oppositctions.

© | (@
Fig.2 Images acquired using the camera: (a) anshiy a single
person passing; (c) and (d) show examples of pgveons passing

C.Image Preprocessing

Possible detections of passersby are extracted fion
frame using a preprocessing stage to generate -fpaze
images. The algorithm employs the following stepsiétect
movement:

= The first step is to construct a static image tused as a
static background image [8]. This image can be iaedby
capturing a frame without any motion. Moreover, ithage
is then used as a background reference in ordebt&in
subsequent images, via pixel subtraction. Aftertrsicking
the background reference, the remaining pixelsesspit
possible detection of motion in the frame; thistsatiion
process is continuous for each frame.

= The second step of pre-processing is removing tligen

from the frame by applying a specific morphologifiiaér,

a labelling filter, which is used to remove anyelevant

small areas. Therefore, the noise caused by lighaimd the

color of clothing is reduced.

To represent and establish the measurement lires, f
vertical lines are set in the image, each linewie pixels in
width.(Whenever the line is wide, the size of thesgerby
appears to be wide, inside the space-time imaged, thea
magnitude of the human-pixel area is representéd aviarger
amount of pixels.). Two of the four lines, “middiees,” are in
the middle of the image. The two remaining linesuter
lines,” are located to the left and to the righttioé middle
lines. The measurement lines used in this studglawa/n as in
Fig.3.

Niddle lines

Outer lines
Fig. 3 The measurement lines used to generatg#uedime image
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The position of the lines is precisely selectedpider to order to assemble the disconnected components anto

clearly determine the movement directions. A sdpararecognizable human shape by using a process dirigbe

background is prepared, from the static backgraoveje, for
each of the four measurement lines. The data icattanside
the four two-pixel-wide measurement lines will bsed to
generate space-time images.

D.Generating Space-Time Images

As discussed, in the previous subsection C, huragioms
are extracted from the captured images using baadkgr
subtraction, and noise suppression via a labellteg.fVirtual
measurement lines are superimposed on the orifjizxale in
order to obtain a measurement-line image. By répgadhis
process, and arranging measurement line imagethtrgeith
the x-axis (time) and the y-axis (space), a spaue-image is
produced. An example of how space-time images
generated is shown in Fig.4. After subtracting static
background from each frame, if a motion is detectieel
measurement lines of the current image are captutes
corresponding static background measurement line@s), the
preprocessing stage, are likewise continuouslyraaotetd. The
resulting difference of the subtraction proceseadstinuously
recorded on the space-time image.

Measurements
line images

Line background
image

4] t 0 1
Time-spaceimage forleftline Time-spaceimage forrightline

Fig. 4 Space-time images generation accordingedithe.

A space-time image contains data for all passeMihen a
passerby moves left or right the resulting imagebgined.
Since the measurement line are vertical,
passersby are seen moving through the measuremesin a
horizontal direction. This causes the shape ofptsersby to
also appear in a vertical position in the spacestimage.
When labeling is applied to the space-time imagesfuape
extraction purposes, human objects can be ideahtifie

After generating the space-time image the systeatgrthe
passerby as one single component,
individual body parts which influences the countirggults.
Therefore, a segmentation process is applied tpdlserby in

movement o)

E.Segmentation of the Passerby

One of the difficulties for the segmentation algam is the
background noise that sometime produces differeanties
of connected components for the same passerbB{ause,
inside the space-time image, the shape of eachengss
appears almost identical, it is necessary to sonestiassemble
the appropriate shape of each passerby via segtioanta
Additionally, this problem influences the templatetching
process: accurately matching the passersby. Teenplatching
is discussed in more detail in sectithh. This problem also
affects the magnitude and size of the human piaeda. This

will be used in sectiofll .

€15 solve the problem mentioned in the previous grazh,

the method calculates and counts the connected areengs
that represent the same passerby with a differabelihg
object. This assigns all the connected componédrgssame
labeling number. In this case, the passerby isesgmted as
one component. The position of the passerby igcatriThus
the system search, for other connected componéntheo
passerby, which is also vertical and is locateaveeh the left
and right
components. Fig.5 shows the passerby shape beidrafter
segmentation process with the color space-timeémag

(b)

(©) (d)
Fig. 5 The passerby shape before and after segtizenpaiocess: (a)
the original image (b) the original color spacediimage. (c) before
segmentation process. (d) after segmentation psoces

Ill. TEMPLATE MATCHING

A.Overview of the Problem

In general, the binary image is used to performplate
matching, because it is fast. However, accuratehtching

image is difficult because of the problem of mischaig [10].
For example, when using the binary image, the shapehe
passersby are nearly identical. This contributethéoproblem
of mismatching. In this case, when dealing with entbran one
passerby, using color space such as RGB, YUV, d@l i¥
better for accurate matching. Details about théseet space

without spedgifyirtolors are discussed as flows:

boundaries of the pre-segmented connected

ore than one passerby appearing in the same Spaxe-
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B. RGB Color Space

The RGB color model is an additive color model ihiat
red, green and blue light is added together inouariways to
reproduce a broad array of colors [11]. The maippse of the
RGB color model is for the sensing, representaton, display
of images in electronic systems, such as telewsiand
computers.

C.YUV Space Color

YUV is a color space typically used as part of liconage
pipeline [12]. It encodes a color image or videkirtg human
perception into account, allowing reduced bandwidii
chrominance components, thereby typically
transmission errors or compression artifacts to rbere
efficiently masked by the human perception thangisi RGB-
representation. Other color spaces have similgoesties, and
the main reason to implement or investigate prégsedf YUV
would be for interfacing with analog or digital églsion or

A.Passerby Direction Detection

To determine the passerby direction, two space-tinages,
one image for each of the two middle measuremeesliare
used. It is important to consider the distance betwthe two
middle measurement lines. Passerby movement crasses
middle measurement line before it crosses the skeooa. It is
necessary to note that, the distance between thentiddle
measurement lines is sufficient to detect the toac By
measuring the difference between the passerbyi@usiin the
two space-time images, direction can be determined.

After applying the segmentation process, the phgser
represented as one component. By treating the fhgsarea as

enabling template image, taken from the left middle mezsent line

space-time image, and then performing template himagc a
match can be achieved. By applying the labelingcepn
(lookup table) to the resulting match the exactspdsy
position can be determined. By comparing the leftition of
the passerby in the both space-time images, tkeetitin of the

photographic equipment that conforms to certain YU¥erson can be determined as shown in Fig.7. Usiagekact

standards by the following equation (1):

Y =0.299%xR+0587%xXG+0.114xB
U=-0.147 X R —0.289 x G + 0.436 X B + 128
V =0.615%xR—0.515%x G —0.100 x B + 128

@

D.YIQ Color Space
The Y component represents the luma informatiow, ian

the only component used by black-and-white telewisi

receivers. | and Q represent the chrominance irdtiom [13].
In YUV, the U and V components can be thought oKeand
Y coordinates within the color space. | and Q cahwught of
as a second pair of axes on the same graph, roggitd
therefore 1Q and UV represent different coordiratstems on
the same plane. The YIQ system is intended to éakantage
of human color-response characteristics. The RGBYIQ

conversion is defined as formula (2):

Y =0299 xR+ 0.587 xG +0.114 X B
I =0.596xR—0275%x G —0.321 xB + 128
Q@ =0212%xXxR—-0.532xG+0311xB + 128

&)

E.Optimal Matching

In the case of two shapes are detected, in theespae
image, the pixel distance between the two shapeseasured
(MD). Moreover,
matching using different space colors as shownigr6FAfter
performing the template matching with the spacerso|RGB,
YUV), the matching result covers the whole or at pdrthe
passerby shape. However, using the lookup tablidanhe
matching result areas, the given label of the shaam be
determined. After determining the given label o&pés, the
pixel-distance between the two resulted shapethdanspace-
time image, is likewise measured (TD). Comparing D
value with the TD value the optimal match can beaeined.

IV. MEASUREMENTLINES FUNCTIONS

In this section, how measurement lines are useétermine
the speed and direction of passersby will be dismlis

the system performing the template

passerby position versus using the passerby matgusition,
to detect the direction produces more accuratdtsesu

v
| Template image treatme |

v

| Performing the template matching using RGB st |

S

| Performing the template matching using YUV sp

<0 >

| Performing the template matching using YIQ st |

| Continue to the next st |4—
Fig. 6 Optimal matching

Space-time image for leftline

Template image
Position of
Template image ~
I t

T

Position of
Template matching

The exact position

i)

Space-time image for right line

Fig. 7 Space-time image for direction detection
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B.Measurement of Passerby Speed

To determine speed, the two middle measuremens
spacetime images are used. Distance and time are us
calculate the speed; the distance between the tveulle
measurement lines is measured manually in centisets
shown in Fig.8.a. The elapsetime calculation will be
discussed in detail.

1. Head Position

Since the measurement lines are vertical, passersive
through the measurement lines in a horizontal tlovc This
causes the shape of the passersby to also appeavartical
position in the spactme image, as discussed in section 1
By dividing the shape of the passersby into thrgeak parts
and considering the uppermost part as the passeeay
position, the head position can be detected, asrsioFig.8.b.
Therefore, the head pition of the passerby is detected tw
once for each of the two middle measurement i

2. Time Determination

As noted in subsection (D), the difference between tl
passerby positions in the two spditee images is used
determine the passerbyreittion. Since the -axis represents
time, this difference can be used to calculateethpsed time
The calculated time is not the precise elapsed, tinféch is
what is needed; without the correct elapsed time gpheec
calculation is inaccurate. In thicase, the exact elapsed ti
can be calculated, by using the (vertical) cenfethe body
position.

The center of the body position can be calculabgd,sing
the head position. The difference between the cerat the
passerby body position, in thevo spac-time images, is
calculated in pixels. Since each measurement $if@o pixels
in width, the number of frames can be ascertaiAsd result
by multiplying the frame rate by the number of fesnthe
precise elapsed time can be calculated.

d(cm)

(@)
Fig. 8Speed calculation (a) the distance in d (cmpa(located
the passerby head
3. Speed Calculation
After calculating the precise elapsed time, asudised in th
previous section, by dividing the distance on thecise
elapsed time, the speed is calculated.
C.Human- Pixel Area
The humarpixel area is the number of pixels, wh
represent the magnitudd the passerby shape, in the sj-
time image. There are several important factors itifuence
the size of the passerby shape and the magnitutthe diuma-
pixel area: the measurement line width, frame sgeed of th
passerby, and passerby segragoh. The width of th
measurement lines and the passerby segmentative, beser
discussed in subsectio(tS) and (E). Using different example
the following discussion focuses on the influent¢he frame
rate, and speed.

= Frame rate: As illustrated the following cases, how the
frame rate influences the hun-pixel area can be observed. In
the case of acquiring the frame using a slow freat® the siz:

of the passerby appears to be thin, inside thee-time image,
and the magnitude of the hun-pixel area is represented with
a smaller amount of pixels. On the other handhin dase ¢
acquiring the frame using a high frame rate, tlze @if the
passerby appears to be wide, inside the -time image, and
the magnitude of the hum-pixel area is represented with a
larger amount of pixels.

= Speed: How passerby speed influences the h-pixel
area, when the frame rate is constant, can belyclelaserved

In the case of a passerby passing at high spest), (ffae siz¢
of the passerby appears tothin, inside the space-time image;
the magnitude of the hum-pixel area is represented with a
smaller amount of pixels, in comparison to the cafea
passerby walking at a normal speed. On the othad,ha the
case of a passerby passing at slow spslowly), the size of
the passerby appears to be wide, inside the -time image;
the magnitude of the hum-pixel area is represented with a
larger amount of pixels, in comparison to the a#sepasserb
walking at a normal speed.

V. COUNTING PROCESS

In this section, the count process will be discussedktail,
based on different variations: one passerby, twssgab
moving in the same direction, two passersby movin
opposite directions, one passerby followed by aarotis
noted in the previous egon, direction, speed and humr
pixels area are determined first, and then eaclseplag is
counted based on movement direction. Each variatitinbe
explained in the next sectio

A.Same Direction

In the case of two passersby walking in close pnity to
each other, at the same time, and in the sametiditetheir
combined shape appears to be wide, in the -time image,
and the magnitude of humr-pixel area is represented with a
larger amount of pixels. This case is similar te dase of on
paserby passing at slow speed, as discussed in sidn |
(C) Therefore, it is difficult, by using only the padgsg shape
to ascertain whether it is one passerby, or twosgraby
Because of this problem, a ratio for distinguishsiggle or
multiple shapes is needed.

1. Pixel-Speed Ratio

In section (G.3), the hum-pixel area is counted.
Additionally, in section (G.2), the speed of thesgarby is
determined. By multiplying the hum-pixel area by the speed
of the passerby, the pixspeed ratio (R) iscalculated, as
shown in equation (3).

R = (human_pixel area) x (passerby speed) 3)

2. Counting

Whether the shape is only one passerby or two psmnsear
be ascertained, by using the p-speed ratio. If the average
value of the R ratio, in the two middle measurentiept spac-
time images is more than the threshold (The valighe
threshold chosen after many try and error in tipegment, ir
this work, the threshold is implicitly set 5000the sysem
detects two passersby walking in the same directithrerwise
the system detects one passerby. In other v
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. < threshold
if R {> threshold

B.Counting Passerby Walking on the Opposite Direction

To count two passersby walking in opposite direwjo
instead of using the two middle measurement litles,two
space-time images of the two outer measuremens lare
used. The passerby crosses one of the two outs before
crossing the second line. The time needed to amivéhe
second outer line is represented with distanct#herspace-time
image. In the case of two connected componentctdet, in
one or both of the space-time images, the distbrt@een the
two passersby, is measured in pixels. If the pilistance is
greater than the established threshold, the systewgnizes
and counts two passersby walking in opposite doest

one passerby
two passerby

C.One Passerby Followed by Others

To count passershy in a line, followed by anotlbennore,
in quick succession, the count function is modifiééhen two
connected component shapes are detected, the gistahce
between the shapes, in the space-time image, isurezh The
measurement process is repeated and applied to ofatie

four space-time images. The average value of th& fo

distances is then calculated according to theviatlg equation

(4):
Average distance = 21122 Ps*Ds @)

4
After calculating the average value, the relatignéetween
the average value and the distance is defined basethe
equation (5).The low (L) and high (H) values areesfold
values. After experimentation, the most effectiveabhd H
values, for purposes of counting, are chosen. dJshe
equation(b), if the four values, of the dividingsuéis, is
Achieve the relationship the system can detect passerby

shapes passing one followed by another.

Average distance

L< <H

(distance)Dyp (5)

Finally, the template matching is performed to rhatce
corresponding passerby, to detecting the left jositand
passerby head’s. Moreover, pixel-speed ratio isutating by
multiplying human-pixel area in human speed. Tn@essing
is done for each passerby separately. After traptsserby is
counted according to their direction.

VI. EXPERIMENTAL RESULTS

A.Experimental Observation

In the experiment, the camera is fixed on the esgaloor
of the hall. A PC is connected to the camera wiffame rate
17 frame per second. The system was tested byetffeideo
sequences with different cases and directionsekample the
system is test when one passerby and two passeetkyn the
same direction and in the opposite direction.Thetesy
successfully counted a single passerby walking iy a
direction, incoming or outgoing, as shown in Fitn3he case
of two passersby walking together, at the same,timehe
same direction, the system counted the two passeesed on
the pixel-speed ratio, as shown in Fig.10. In theecof two

passersby walking in opposite directions, the systas tested
to count two passersby walking in the oppositedtiioas; it

precisely counted the two passersby, based on #esured
distance between the two passersby in the outesurgaent
line space-time image, as shown on Fig.11.

(b) (©)
Fig. 9 Single passerby walking in exit directioa) is the original
images. (b) and (c) are the left and right middeasurement line
space-time images

(b) (©)
Fig. 10 Two passersby waking together in the saineetibn (a) is
the original images. (b) and (c) is the left arghtimiddle
measurement line space-time images

Finally, to count passersby in a line, followeddnother, or
more, in quick succession, the system is meastiedistance
between the passing people shapes, in the fouregjrae
image. And use the average value between the fstangdes to
detect the two passerby shapes. After that perfaynhe
template matching to determine the passerby dinectind
calculate speed. Then, count according to dire@®shown in
Fig.12.In conclusion, our experimental are corsectbunting
the two passersby walking in the same or oppogiéetibn.

B.Experiment Results

In this section, our experimental results représgnthe
achievement of the accurate matching and counting
automatically the passersby, in various cases amedtibns,
with different video sequences as in the followsndpsections.

1) Accurate Matching

Accurately matching more than one passerby appgamin
the same space-time image is difficult becausé®fproblem
of mismatching.
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TABLE |
EXPERIMENT RESULT OF COUNTING ALGORITHM IN VARIOUS STATUSES
Number of Detected Speed-pixel Counting
Status passersby Not detected direction (%) Speed ratio accuracy (%)

One passerby one 0 100 Measured Used 100
Two in close proximity to each other two 0 100 Measred Used 90
Opposite direction two 0 100 Not measured Not used 100

One followed by one Two 0 100 eM:;sured for Used 100

One followed by Two in Measured for
passerby in a close proximity to each Three 0 100 each Used 95
line, followed ~ other
by another, or

more
Two in close proximity to
_each other fo_llo_wed by two Four 0 100 Measured for Used 90
in close proximity to each each
other

In this case, when dealing with more than one phgse
the system is using space colors such as RGB, Yduid,
YIQ in order to achieve the accurate matching. When
performing the template matching using RGB spaderco
only the result error is about 19 %. After using RR@nd
YUV space colors the result error is about 8 %.afyn
using three space colors (RGB, YUV and YIQ) thaultes
error is unnoticed (is about 3%). Figure 15 shows a
complete example explaining the determination oé th

optimal matching. M m

(b) (©

(d) (e)
Fig.12 Two passerby waking together in oppositeddions. (a)
and (c) are the time space image without any psicxgsvhile (b)

(b) (c) and (d)are the space-time images

2)Passersby Counting Accuracy

‘ In this subsection, the method was automaticallynted
the passersby, in various cases and direction,diffierent

video sequences. Table 1 shows the counting agctioac

multiple experiments with status: one or two passer

(d) ©) ing i rect ;
Fig.11 Two passerby waking together in oppositedlions. (a) is movm% w:j_thet_same (?jlrectlon, tWObpafs_Tlersb()j/ mc:]\;mg
the original images. (b) and (c) are the middle sneament line opposite directions, and one pas§er y followed rimytreer,
space-time images. (d) and (e) are the outer memant line where the number of passersby is one, two, threfelr
space-time images and the speed sometime measured and sometime not
measured.
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From the results in Table 1 for 50 cases in eaatust it [2] Byrne, John A.; Gerdes, Lindsey (November 28, 200B)e Man
verifies that the new method is effective and éfi¢ for \Z’Vg‘(’)o'g"e”ted Management”. BusinessWeek.. Retridvedember
counting passersby. [3] NPA White Paper: http://www.npa.gov.jp/hakusho.

From the results of sample of long time experintbet [4] K. Terada, D. Yoshida, S. Oe and J. Yamaguchi. énting method

i . of the number of passing people using a stereoreariteEE Proc. of
manual count was (Exit: 185 and Enter: 209) and the Industrial Electronics Conf., Vol. 3, pp.1318-132999.

method determined (Exit: 180 and Enter: 205). It is [5] K. Hashimoto, K. Morinaka, N. Yoshiike, C. KawagiclS.

significant that the number of people passing tamera Matsueda, People count system using multi-sensipgiication,

was successfully determined and counted with high 1997 International conference on solid state sensod actuators, 0-
bout 97% 7803-3829-4,1997.

aeetracy ahot > [6] K. Terada, D. Yoshida, S. Oe, and J. Yamaguchi, éthod of

counting the passing people by using the steregesjanternational
conference on image processing, 0-7803-5467-2,1999.

[71 K. Terada and K. Matsubara, A Method for CountingltMirection

| 1 l Passerby by Using Circular Space-time Image, |IERhSEIS, Vol.

129, No. 6, 2009.

[8] T. Matsuyama, T. Wada, H. Habe and K. Tanahashik@aund
subtraction under varying illumination. Trans, IHQ001; J84-D-II:

(a) (b) 2201-2211.

[91 G. Linda Shapiro and C. George Stockman (2001):nf@aer
Vision”, pp 279-325, New Jersey, Prentice-Hall.

l l ﬂ l [10] Brunelli R., 2009. Template Matching Techniques Gomputer

Vision: Theory and Practice, Wiley.
[11] John Watkinson (2008). The art of digital videoc&dPress. p. 272
[12] Engineering Guideline EG 28, "Annotated GlossaryEsfsential
Terms for Electronic Production," SMPTE, 1993.

) (c) ) (d) (e) . [13] Buchsbaum, Walter H. Color TV Servicing, third émtit Englewood
Fig.12 Template matching with a complete examplexdaain the Cliffs, NJ: Prentice Hall, 1975.
method can determine the optimal match. (a) icther space- [14] Edwin Paul J. Tozer (2004). Broadcast Engineerfsri@ace Book.

time image (b) is the binary image (c) and (d)represent an
example of Mismatching with RGB and YUV space cp(e) the
correct matching with Y1Q space color

VIl. CONCLUSION

This paper has proposed a new automatic approach fo
counting passersby using four virtual-vertical meament
lines. The process of recognizing a passerby igechout
using an image sequence obtained from the USB earirer
this study, four space time images are generatedfrom
each measurement lines. Space time image is repiregpe
the human regions which treated using the passerby
segmentation process. In this study, different rcaloace
has been used to perform the template matching hwhic
chose automatically the best matching to obtairsgray
direction and speed. The head position is detdctedtder
to calculate the precise elapsed time which is used
determine the passerby speed. The relation between
passerby speed and the human-pixel area has used to
distinguish between one or two passersby. Furtherntbe
pixel distance between the passersby, inside taeespme
image, has used to count passersby in a line,wellioby
another, or more, in quick succession and deterrttiee
direction of passersby. Moreover, an additional and
significant result was that the number of peoplsespay the
camera was successfully determined and counted.

Future work could be made by improving the proposed
method to allow counting group of peoples. Alsolddoe
focused on improving the background subtractionbéo
more sensitive to the environment changes.
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