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Abstract—User-based Collaborative filtering (CF), one of the 

most prevailing and efficient recommendation techniques, provides 
personalized recommendations to users based on the opinions of other 
users. Although the CF technique has been successfully applied in 
various applications, it suffers from serious sparsity problems. The 
cloud-model approach addresses the sparsity problems by 
constructing the user’s global preference represented by a cloud 
eigenvector. The user-based CF approach works well with dense 
datasets while the cloud-model CF approach has a greater 
performance when the dataset is sparse. In this paper, we present a 
hybrid approach that integrates the predictions from both the 
user-based CF and the cloud-model CF approaches. The experimental 
results show that the proposed hybrid approach can ameliorate the 
sparsity problem and provide an improved prediction quality. 
 

Keywords—Cloud model, Collaborative filtering, Hybrid 
recommender system 

I. INTRODUCTION 
ITH the rapid development of information technology, 
more and more information is created, distributed and 

accessed over the internet. However, the amount of available 
information is so overwhelming that people cannot readily 
digest it. This scenario is commonly referred to as the 
“information overload” problem. Researchers have developed 
many different techniques to address the information overload 
problem. Examples of such techniques include web search 
engines, intelligent agents, recommender systems [1]-[5]. 
Among them, the most widely used technique is the search 
engines that help people locate their desired information using 
keywords.  However, traditional retrieval strategies provide 
limited personalized services and yield increasing poor results 
due to the rapid increases of internet pages.  Intelligent agents 
are proactive, customizable online search, retrieval and 
notification softwares that act as a filter that allows the 
information of particular interest or relevance to users to get 
through and blocks off the flow of useless or irrelevant 
information. Today, intelligent agents are deployed in different 
settings to reduce work and information overload, such as 
e-mail organization, news filtering, personal assistance, 
meeting scheduling and many others [6]-[9]. However, extra 
efforts from users are required to specify his/her interests or 
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answer additional questions [10].  
Recommender systems solve the information overload 

problem by helping users discover and evaluate items of 
interest. Collaborative filtering (CF) [11]-[12] is one of the 
most prevailing and efficient techniques used in recommender 
systems. The main idea behind CF algorithms is to automate the 
process of “word-of-mouth” by which people recommend 
items to one another. For each user, CF algorithms use 
historical information to identify a neighborhood of people 
who have shown similar behavior in the past and then predict 
the interest of new items by analyzing the neighborhood. 
Although the CF technique has been successfully applied in 
various applications, it suffers from two major problems: 
sparsity and scalability [13]-[14]. The sparsity problem occurs 
when available ratings data is rare and insufficient for 
identifying the similar neighbors. This problem is often very 
significant when the system is in its early stages. Sparsity of 
ratings data is the major reason causing poor recommendation 
quality. Several methods have been proposed to deal with the 
sparsity problem. For example, Billsus and Pazzani [15] used 
Singular Value Decomposition (SVD) to reduce the 
dimensions of ratings data by removing unrepresentative users 
or items. Ziegler et al. [16] incorporated taxonomic information 
into the CF algorithm for facilitating the inference of profile 
similarity in the sparse ratings data. Piccart et al. [17] addressed 
the sparsity problem by switching the ratings to a probabilistic 
representation of the rankings. Instead of using ratings data, 
Hwang and Chen [18] permitted the exploration of transitive 
user similarities based on the trust inference in a social 
network.  

CF recommender systems also have to make 
recommendations real-time. However, the CF algorithm 
requires computations that are expensive and grown 
nonlinearly with both the number of users and items. The poor 
scalability of the CF algorithm makes it inefficient for a 
real-time implementation. Several attempts have been made to 
deal with the scalability problems. Sarwar et al. [19] developed 
an incremental SVD CF algorithm that used the folding-in 
projection technique to derive the SVD decomposition when a 
set of new ratings is added to the database. Linden et al. [20] 
alleviated the scalability problem by calculating the 
relationships between items rather than the relationships 
between users. Hwang and Tsai [21] used a model-based 
approach by seeking users for recommendation within smaller 
and highly similar clusters.  

Recently, several researchers [22]-[23] have claimed the 
effectiveness of incorporating the cloud model into the CF 
process. The cloud-model CF approach addresses the sparsity 
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and the scalability problems by constructing the user’s global 
preference represented by a cloud eigenvector. This method 
can reduce the dimensionality of data and avoid the strict 
matching of attributes in similarity computation [22]. However, 
we argue that the use of the global preference for similarity 
computation may lose some information about individual 
ratings and accordingly result in a poor recommendation 
quality. The example in Table I illustrates a fragment of movie 
rating data for users A, B, and C, over ten items. Suppose we 
attempt to predict the rating of user A for item 6 using the 1-NN 
method. The user-based CF approach will choose user C as the 
nearest neighbor and provide a rating of 5. In contrast, the 
cloud-mode CF approach will select user B and predict a rating 
of 2, even there are no co-rated items between user A and user 
B. The difference of these two predictions is due to different 
similarity measures. Traditional similarity measures cannot 
calculate the similarity of two users if they have not rated any 
identical item. The cloud-model CF approach solves this 
problem by providing a global similarity measure. Although 
the cloud model can improve the predictive coverage of the CF 
algorithm, it may degrade the predictive accuracy.  

In this paper, we present a hybrid approach by taking 
advantages from both the user-based CF and the cloud-model 
CF approaches. The user-based CF approach works well with 
dense datasets while the cloud-model CF approach has a 
greater performance when the dataset is sparse. In particular we 
will define a unified prediction method that integrates the 
predictions from these two approaches based on the number of 
users who have made a contribution to the predictions. The 
performance of several different similarity measures on the 

predictive coverage and accuracy for different approaches will 
be evaluated and compared.  

II. HYBRID COLLABORATIVE FILTERING SYSTEM  
The proposed hybrid CF system integrates the predictions 

from both the user-based CF and the cloud-model CF 
subsystems. The overall system can be viewed as a blackbox 
which takes as input the ratings matrix and produces, as output, 
a prediction list. The ratings matrix R contains the rating values 
ru,i, standing for the rating of user u for item i. The user-based 
CF subsystem uses the traditional CF algorithm to provide 
predictions based on individual ratings data. The cloud-model 
CF subsystem first transforms the ratings data into the user 
global preferences and then performs a neighborhood-based 
algorithm to generate predictions. Finally, the system combines 
the predicted ratings from each subsystem and generates a list 
of predictions.  

A. User-Based CF Subsystem 
The user-based CF subsystem implements a nearest neighbor 

algorithm that calculates the similarity between two users and 
produces a prediction for the user by taking the weighted 
average of all the ratings.  
1) Neighborhood Formation 

The neighborhood formation (NF) module finds the most 
similar neighbors for an active user based on the similarity 
measures between them. Two most commonly used approaches 
for computing the similarity between users are: Pearson 
correlation coefficient and cosine similarity. Pearson 
correlation measures the extent to which a linear relationship 
exists between two variables. The correlation measure can 
range from -1 to 1, with -1 indicating a perfect negative linear 
correlation, 1 indicating a perfect positive linear correlation and 
0 indicating no linear correlation between two variables. In the 
user-based CF algorithm, Pearson correlation coefficient is 
often used to define the similarity based on the common ratings 
of two users:  
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where Iuv is the set of items rated by both user u and v, ru,i is the 

TABLE I 
A FRAGMENT OF A MOVIE RATING MATRIX  

Item 
User 1 2 3 4 5 6 7 8 9 1

0 
A 4 3 5 1 2 ? - - - - 
B - - - - - 2 1 3 5 2 
C 4 3 5 1 2 5 - - - - 
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rating for item i given by user u, and ur is the average rating 
given by user u. Herlocker et al. [26] have suggested that taking 
the number of co-rated items into account while computing the 
similarity can provide a better predictive accuracy. In order to 
achieve a better implementation, we define a significance 
weighting scheme that weights the Pearson correlation using a 
smooth devaluation as  

 m
mvucorrvusim
+

×=
1

),(),( , (2) 

where m is the number of co-rated items between user u and v. 
The cosine similarity approach considers each user’s set of 
ratings as a vector and uses the cosine of the angle between two 
users’ ratings vectors as a measure of their similarity. The 
cosine measure has value in the range [0, 1], with 1 indicating 
the perfect match of two users and 0 indicating an complete 
difference. The similarity of two users u and v based on the 
cosine measure is expressed as:  
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where Iu and Iv denote the set of items rated by user u and v, 
respectively. The cosine similarity does not take into account 
the difference in rating scales between different users. To 
address this drawback, adjusted cosine similarity, a variant of 
cosine similarity, is used by subtracting the corresponding user 
average from each co-rated pair. The adjusted cosine similarity 
is computed as:  

 

∑∑

∑

∈∈

∈

−−

−−
=

vu

uv

Ii vivIi uiu

Ii vivuiu

rrrr

rrrr
vusim

2
,

2
,

,,

)()(

))((
),(  (4) 

The NF forms a neighborhood for the active user by 
selecting k users that have the highest similarities.  
2) Prediction Computation 

The goal of the PC module is to predict the ratings of an 
unrated item for the active user. After selecting the k most 
similar users, their ratings and the similarity measures as well 
as the overlapping degree are used to generate the prediction as 
follows.  

 

∑

∑

∈

∈
×−

+=

)(

)(
,

, ),(

),()(

uNv

uNv
viv

u
CF

iu vusim

vusimrr
rp

 (5) 

where )(uN  is the k most similar users to active user u and ur  
and vr are the average rating of user u and v, respectively. The 

value of rating ivr ,  is weighted by the similarity of user v to 

user u; the more similar the two users are, the more weight ivr ,  

will have in the computation of the predicted rating CF
iup , .  

B. Cloud-Model CF Subsystem 
The cloud-model CF system consists of three modules. The 

cloud model generation (CMG) module computes the cloud 
model for each user based on the ratings data. The cloud model 

represents the user’s global preference. The neighborhood 
formation (NF) module finds the most similar neighbors for an 
active user based on the similarity measure of the 
corresponding cloud models. The prediction computation (PC) 
module computes the predicted ratings of unrated items for the 
active user.  
1) Cloud Model Generation 

The cloud model, proposed by De-yi Li [24], is a model of 
uncertainty transition between qualitative concept and its 
quantitative representation. As the ratings data collected by the 
CF systems is based on user’s perceptions, opinions and tastes, 
which are subjective, imprecise, and vague [25], cloud model 
seems to be an appropriate paradigm to handle the uncertainty 
and fuzziness on user preference.  

The goal of CMG module is to construct the global 
preference for each user. The global preference is represented 
by the cloud model. For each user, the CMG module reads his 
ratings data and computes the corresponding cloud model in 
terms of a triple of three digital characteristics ),,( HeEnExV = . 

The expected value Ex represents the typical value of user 
ratings, that is, the average of user ratings. The entropy En 
represents the uncertainty distribution of user preference, 
which is measured by the deviation degree from the average 
rating. The hyper-entropy He is a measure of the uncertainty of 
the entropy En, which is measured by the deviation degree from 
the normal distribution. Given a set of ratings data for a user u, 

),,,( ,2,1, nuuuu rrrr K= , the three characteristics can be defined as 
[22]: 
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2) Neighborhood Formation 
An important step of the neighborhood-based algorithm is to 

find the neighbors (similar users) for an active user. The 
neighbors are selected based on the cloud model similarities 
between the active user and the users in the database. Zhang et 
al. [22] proposed a likeness similarity method based on cloud 
model using the cosine measure. Given two cloud models in 
terms of the characteristic vectors ),,( uuuu HeEnExV =  and 

),,( vvvv HeEnExV = , the similarity between them are defined as  
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As mentioned previously, part of ratings information would 
be lost when turning them into the global preference. It is 
possible to overestimate the similarity between two users who 
have rated very few items in common. To alleviate this problem, 
we adopt the same weighting scheme as that for Pearson 
coefficient.  
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where m is the number of common ratings between user u and v. 
The proposed weighting scheme prefers the neighbors that 
have many common ratings with the active user. Neighbors 
with very few common ratings will be eliminated from the 
neighborhood, even if there is a very high degree of the global 
preference similarity to the active user. Finally, the NF forms a 
neighborhood for the active user by selecting k users that have 
the highest similarity.  
3) Prediction Computation. 

The process of the PC module in the cloud-model CF 
subsystem is similar to that in the user-based CF subsystem. 
The PC module predicts the ratings of an unrated item for the 
active user using a weighted average of all similar users who 
have rated that item.  
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C. Integrated Prediction Computation. 
After the implementations of the two subsystems, we obtain 

two predictions for each unrated item. The final step of our 
system is to create a unified prediction by integrating the 
predictions of these two subsystems. In previous work [27], 
Lou et al. developed a unified CF framework based on both 
local similarity and global similarity. They defined a parameter 
to determine the extent to which the final prediction relied on 
each individual prediction. This method required a tedious 
experimental validation and the performance seemed to be 
application dependent. Instead we combine the predictions 
using a fixed ratio that measures the relative size of the number 
of contributors in each individual prediction. The contributors 
are those users in the neighborhood who have made predictions 
for an unrated item for the active user. We believe that a 
prediction is more reliable if more users are participating in 
making predictions. The unified prediction is therefore defined 
as the weighted average of the predictions from the two 
subsystems.  
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where CF
iuN ,  and CM

iuN , are the number of contributors who have 
made predictions for item i of user u in the user-based CF and 
the cloud-model subsystems, respectively.  

III. EXPERIMENTAL EVALUATION. 

A. Data Set 
We use the movielens (ML) dataset collected by the 

GroupLens Research at the University of Minnesota. It 
contains 100,000 ratings from 943 users for 1,628 movies. 
Each user has rated at least 20 movies, and each movie has been 
rated at least once. In our experiments, we use the two pairs of 

datasets; one pair is ua.base and ua.test and the other pair is 
ub.base and ub.test. These paired datasets split the original 
dataset into a training set and a test set with exactly 10 ratings 
per user in the test set. The training set and its corresponding 
test set are disjoint. The training set contains 90,570 ratings and 
the test set contains 9,430 ratings. The training set is used to 
generate the prediction for each item in the test set. Our 
proposed systems are evaluated by comparing the predicted 
ratings with the actual ratings of the test items.  

B. Evaluation Metrics 
To measure the accuracy of the recommendations we 

computed the standard Mean Absolute Error between actual 
ratings and predictions in the test set. MAE is a measure of the 
deviation of recommendations from their actual ratings. 
Specifically, given the set of actual/predicted pairs (ru,i, pu,i) for 
all the movies rated by user u, the MAE for user u is computed 
as:  
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where Iu represents the set of items that are rated by user u. The 
overall MAE is computed by averaging these individual MAEs 
over all users in the test set.  

Another important measure for discriminating between 
different recommender approaches is coverage. Coverage is a 
measure of percentage that a recommender system can provide 
predictions. It is impossible to make a prediction for an active 
user on a certain item when very few users have rated the items 
or the active user has no correlation with other users. Low 
coverage is usually due to a small size of neighborhood or a 
sparse database. To evaluate the effectiveness of different 
approaches in alleviating the data sparsity problem, we 
compare their performance in terms of coverage with the 
increase in sparsity level. 

IV. PERFORMANCE RESULTS 
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Fig. 2 MAE for different algorithms without significant weighting 

 
Fig. 2 shows the predictive accuracy for different similarity 

measures without using the significance weighting scheme. 
The MAE is expressed with respect to the neighborhood size. 
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In all approaches, the MAE improves as the neighborhood size 
increases but most of them (except the Pearson-based CF 
approach) reach a stable performance around 90 neighbors and 
any further increment makes no better or even worse results. 
The Pearson-based CF approach performs the worst overall, 
followed by the cloud-model CF approach.  The adjusted 
cosine-based CF approach and the cosine-based CF approach 
perform similarly and have the best predictive accuracy in all 
cases. These results confirm our claims that the use of the 
global preference may lead to some accuracy degradation.  
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Fig. 3 MAE for different algorithms with significant weighting 

 
Fig. 3 shows the predictive results when taking the common 

ratings into account. It can be observed that both the 
cloud-model CF and the Pearson-based CF approaches have a 
great predictive improvement in a small neighborhood. The 
improvement becomes less significant when more users are 
used for predictions. On the other hand, the cosine-based CF 
and the adjusted cosine-based CF approaches gain less benefit 
from adding the significant weighting scheme. Overall, the 
cloud-model CF approach performs no better or worse than 
other approaches.  The adjusted cosine-based CF approach 
performs the best in a large neighborhood.  
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Fig. 4 MAE for different algorithms by varying sparsity levels 

 

In the following experiments, the hybrid-based CF approach 
(an integration of the adjusted cosine-based CF and the 
cloud-model CF approaches) is evaluated. To evaluate the 
performance of different approaches, we fix the neighborhood 
size to 90 and perform the experiments with different sparsity 
levels. The sparsity level is measured as the ratio of number of 
zero entries to the total number of entries in the rating matrix. 
The sparsity level of the training dataset is about 94.3%. We 
randomly but evenly remove the ratings from each user in the 
training dataset to increase the sparsity levels. Fig. 4 shows 
how the MAE changes with respect to varying sparsity levels. 
From this figure, we can see the impact of sparse datasets on the 
predictive accuracy. In all approaches, the predictive accuracy 
decreases as the sparsity level increases. The hybrid approach 
leverages the results of individual approaches and performs the 
best in most cases.  
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Fig. 5 Coverage for different algorithms by varying sparsity levels 

 
Fig. 5 shows the results of coverage for different CF 

approaches. The cloud-model CF approach has a better 
coverage than the adjusted cosine-based CF approach in all 
cases. This result illustrates the effectiveness of the 
cloud-model CF approach on a sparse dataset. The performance 
of all approaches is quite similar in the low sparsity levels. 
When the level of sparsity increases, the coverage drops 
gradually. However, the proposed hybrid-based CF approach 
maintains the best performance in all cases.  

V. CONCLUSIONS 
In this paper, we have proposed a hybrid approach that 

leverages both the advantages of the user-based CF and the 
cloud-model CF algorithms to ameliorate the sparsity problem. 
We compare the performance of different similarity measures 
and investigate the impact of the significance weighting 
scheme. Overall, the cloud-model CF approach gains the most 
benefits from adding the significance weighting. The 
significance weighing scheme has little effect on the cosine and 
the adjusted cosine similarity because the problem of similarity 
overestimation does not occur in these two similarity measures.  
The proposed hybrid CF approach integrates the predictions 
from two subsystems using a weighted average scheme. 
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Experimental results show that the proposed approach can 
provide improved performance in a sparse dataset. Future work 
includes a further validation of the proposed system in a 
real-world application.  
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