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Abstract—In this paper a combined feature selection method is 

proposed which takes advantages of sample domain filtering, 
resampling and feature subset evaluation methods to reduce 
dimensions of huge datasets and select reliable features. This method 
utilizes both feature space and sample domain to improve the process 
of feature selection and uses a combination of Chi squared with 
Consistency attribute evaluation methods to seek reliable features. 
This method consists of two phases. The first phase filters and 
resamples the sample domain and the second phase adopts a hybrid 
procedure to find the optimal feature space by applying Chi squared, 
Consistency subset evaluation methods and genetic search. 
Experiments on various sized datasets from UCI Repository of 
Machine Learning databases show that the performance of five 
classifiers (Naïve Bayes, Logistic, Multilayer Perceptron, Best First 
Decision Tree and JRIP) improves simultaneously and the 
classification error for these classifiers decreases considerably. The 
experiments also show that this method outperforms other feature 
selection methods. 
 

Keywords—feature selection, resampling, reliable features, 
Consistency Subset Evaluation.    

I. INTRODUCTION 
HE growth of the size of data and number of existing 
databases exceeds the ability of humans to analyze this 

data, which creates both a need and an opportunity to extract 
knowledge from databases [1]. High dimensional datasets 
usually lead to higher the misclassification rate and deteriorate 
the accuracy and performance of the system by curse of 
dimensionality. Datasets with high dimensional features create 
more complexity and spend longer computational time for 
classification [2]. Feature selection is a solution to high 
dimensional data. Feature selection aims to select optimal 
feature subsets from original features by removing irrelevant 
and redundant features and that increases classification 
accuracy, reduces complexity, computational time [3]. Feature 
selection also aims to improve machine learning performance 
[4].  

For classification, feature selection is used to find an 
optimal subset of relevant features such that the overall 
accuracy of classification is increased while the data size is 
reduced and the comprehensibility is improved. A relevant                                            
feature is defined in [5] as one removal of which deteriorates 
the performance or accuracy of the classifier; an irrelevant or 
redundant feature is not relevant. Because irrelevant 
information is cached inside the totality of the features, these 
irrelevant features could deteriorate the performance of a 
classifier that uses all features.  
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Feature selection methods contain two important aspects: 

evaluation of a candidate feature subset and search through the 
feature space [6].  The fundamental function of a feature 
selector is to extract the most useful information from the data, 
and reduce the dimensionality in such a way that the most 
significant aspects of the data are represented by the selected 
features [7]. 

Janecek [8] showed the relationship between feature 
selection and data classification and the impact of applying 
PCA on the classification process. Assareh [9] proposed a 
hybrid random subspace fusion model that utilizes both the 
feature space and sample domain to improve the diversity of 
the classifier ensemble. Hayward [10] showed that data 
preprocessing and choosing suitable features will develop the 
performance of classification algorithms. In another attempt 
Duangsoithong and Windeatt [3] presented a method for 
reducing dimensionality in the datasets which have huge 
amount of attributes and few instances. By removing 
irrelevant and redundant features, the precision and speed of 
classification are improved. Dhiraj [11] used clustering and K-
means algorithm to show the efficiency of this method on 
huge amount of data. Xiang [12] proposed a hybrid feature 
selection algorithm that takes the benefit of symmetrical 
uncertainty and genetic algorithms. Zhou [13] presented a new 
approach for classification of multi class data. The algorithm 
performed well on two kind of cancer datasets. Azofra [14] 
tried to adopt a method to seek effective features of dataset by 
applying a fitness function to the attributes. 

In fact, most of the dimensionality reduction methods 
concentrate on feature space and none of them check the effect 
of filtering the samples on the feature selection process. 
Moreover, most of the feature selection methods just focus on 
improving one specific classifier performance. Therefore, only 
a part of the sample space patterns are covered [9]. In this 
paper, we try to improve a group of classifiers performance by 
taking the advantages of combining sample domain filtering, 
resampling and feature subset evaluation methods. We also try 
to propose an adaptive feature selection method that is 
applicable for most of datasets with different sizes.                     

In section II, III, IV, V, VI and VII we focus on the 
definition of feature selection, SMOTE, Consistency subset 
evaluator, Chi squared, Naïve Bayes classifier, and Genetic 
algorithm which are used in our proposed method. In section 
VIII, we describe our hybrid method and explain the two 
phases involved in the feature selection process. In section IX, 
the performance of the proposed method is tested on various 
datasets. Conclusions are given in section X.  

II.  FEATURE SELECTION STRUCTURE 
Feature selection consists of four basic steps (Figure 1): 

subset generation, subset evaluation, stopping criterion, and 
result validation [15].  
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The feature selection algorithms create a subset, evaluate it, 
and loop until an ending criterion is satisfied [16]. Finally the 
subset found is validated by the classifier algorithm on real 
data. 

• Subset Generation: Subset generation is a search 
procedure; it generates subsets of features for 
evaluation. The total number of candidate subsets is 
2N, where N is the number of features in the original 
dataset, which makes exhaustive search through the 
feature space infeasible with even moderate N. Non-
deterministic search like evolutionary search is 
often used to build the subsets [17]. It is also 
possible to use heuristic search methods. There are 
two main families of these methods: forward 
addition [18] (starting with an empty subset, we add 
features after features by local search) or backward 
elimination (the opposite). 

 
• Subset Evaluation: each subset generated by the 

generation procedure needs to be evaluated by a 
certain evaluation criterion and compared with the 
previous best subset with respect to this criterion. If 
it is found to be better, then it replaces the previous 
best subset. A simple method for evaluating a subset 
is to consider the performance of the classifier 
algorithm when it runs with that subset. The method 
is classified as a wrapper, because in this case, the 
classifier algorithm is wrapped in the loop. In 
contrast, filter methods do not rely on the classifier 
algorithm, but use other criteria based on correlation 
notions. 
 

• Stopping Criteria: Without a suitable stopping 
criterion, the feature selection process may run 
exhaustively before it stops. A feature selection 
process may stop under one of the following 
reasonable criteria: (1) a predefined number of 
features are selected, (2) a predefined number of 
iterations are reached, (3) in case addition (or 
deletion) of a feature fails to produce a better subset, 
(4) an optimal subset according to the evaluation 
criterion is obtained. 
 

• Validation:  the selected best feature subset needs to 
be validated by carrying out different tests on both 
the selected subset and the original set and 
comparing the results using artificial datasets or real 
world datasets. 

EvaluationSubset
Generation

Stopping
Criteria

Validation

No

Starting Set

Yes

            
Fig. 1 Feature selection structure  

III. SMOTE: SYNTHETIC MINORITY OVER-SAMPLING 
TECHNIQUE 

Often real world datasets are predominantly composed of 
normal examples with only a small percentage of abnormal or 
interesting examples. It is also the case that the cost of 
misclassifying an abnormal example as a normal example is 
often much higher than the cost of the reverse error. Under 
sampling of the majority (normal) class has been proposed as 
a good means of increasing the sensitivity of a classifier to the 
minority class. By combination of over-sampling the minority 
(abnormal) class and under-sampling the majority (normal) 
class, the classifiers can achieve better performance than only 
under-sampling the majority class. SMOTE adopts an over-
sampling approach in which the minority class is over-
sampled by creating synthetic examples rather than by over-
sampling with replacement. The synthetic examples are 
generated in a less application specific manner, by operating 
in feature space rather than sample domain. The minority class 
is over-sampled by taking each minority class sample and 
introducing synthetic examples along the line segments 
joining any of the k minority class nearest neighbors. 
Depending upon the amount of over-sampling required, 
neighbors from the k nearest neighbors are randomly chosen 
[19].   

IV. CONSISTENCY SUBSET EVALUATOR (CSE) 
Class consistency has been used as an evaluation metric by 

several approaches to attribute subset evaluation [20]. 
Attribute subset evaluation is done to look for combinations of 
attributes whose values divide the data into subsets containing 
a strong single class majority [21]. The search is in favor of 
small feature subsets with high class consistency.  
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This consistency subset evaluator uses the consistency 
metric as shown in Equation (1).  

1
∑ | | | |

          (1) 
Where s is an attribute subset, J is the number of distinct 
combinations of attribute values for s, |Di| is the number of 
occurrences of the ith attribute value combination, |Mi| is the 
cardinality of the majority class for the ith attribute value 
combination and N is the total number of instances in the data 
set [21]. 

V. CHI-SQUARED 
Feature Selection via chi square (X2) test is another, very 

commonly used method [22]. Chi-squared attribute evaluation 
evaluates the worth of a feature by computing the value of the 
chi-squared statistic with respect to the class. The initial 
hypothesis H0 is the assumption that the two features are 
unrelated, and it is tested by chi squared formula as is shown 
in equation (2): 

 

χ ∑ ∑     
            (2) 

Where Oij is the observed frequency and Eij is the expected 
(theoretical) frequency, asserted by the null hypothesis. The 
greater the value of χ2, the greater the evidence against the 
hypothesis H0 is. 

VI. NAÏVE BAYES 
The Naive Bayes algorithm is based on conditional 

probabilities. It uses Bayes' Theorem, a formula that calculates 
a probability by counting the frequency of values and 
combinations of values in the historical data. Bayesian 
classifiers find the distribution of attribute values for each 
class in the training data [23]. When given a new instance d, 
they use the distribution information to estimate, for each class 
cj,  the probability that instance d belongs to class cj, denoted 
by p(cj | d). The class with maximum probability becomes the 
predicted class for instance d. To find the probability p(cj | d) 
of instance d being in class cj, Bayesian classifiers use Bayes 
theorem as shown in equation(3). 

 
 |

         (3) 
Where p(d | cj) is the probability of generating instance d 
given class cj, p(cj) is the probability of occurrence of class cj, 
and p(d) is the probability of instance d occurring. The Naive 
Bayes classifier is designed for use when features are 
independent of one another within each class, but it appears to 
work well in practice even when that independence 
assumption is not valid. Thereby it estimates p(d|cj ) as shown 
in equation(4). 

 
 | … P |       (4) 

 
Naïve Bayes classifies data in two steps: 

• Training step: Using the training samples, the method 
estimates the parameters of a probability distribution, 

assuming features are conditionally independent given the 
class. 

• Prediction step: For any unseen test sample, the method 
computes the posterior probability of that sample belonging 
to each class. The method then classifies the test sample 
according the largest posterior probability.  

VII. GENETIC ALGORITHM 
The genetic algorithm is a method for solving both 

constrained and unconstrained optimization problems that is 
based on natural selection, the process that drives biological 
evolution [24]. The genetic algorithm repeatedly modifies a 
population of individual solutions. At each step, the genetic 
algorithm selects individuals at random from the current 
population to be parents and uses them to produce the children 
for the next generation. Over successive generations, the 
population evolves toward an optimal solution. The genetic 
algorithm could be used to solve a variety of optimization 
problems that are not well suited for standard optimization 
algorithms, including problems in which the objective 
function is discontinuous, stochastic, or highly nonlinear. 

The genetic algorithm uses three main types of rules at each 
step to create the next generation from the current population: 
• Selection rules select the individuals, called parents that 

contribute to the population at the next generation.  
• Crossover rules combine two parents to form children for 

the next generation. 
• Mutation rules apply random changes to individual parents 

to form children. 
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 Fig. 2 Flow diagram of Genetic Algorithm steps 
 

VIII.  PROPOSED METHOD 

A.  Initial Phase 
In the first step, we try to analyze the sample domain to find 

and remove some instances that could mislead the classifiers 
and result to misclassification. In our experiments we find out 
that some specific instances are misclassified by nature if 
taking part into the classification process. Hence, as a 
preparatory measure these irrelevant instances are filtered and 
then the Synthetic Minority Oversampling Technique 
(SMOTE) is applied on the training dataset. This action leads 
to increase the number of reliable instances and causes more 
diversity in the sample domain. After resampling, eliminated 
instances are added to the sample domain to form the final 
training dataset. In order to find the unreliable instances, we 
apply Naïve Bayes classifier on the training dataset. By 
elimination of misclassified instances, the accuracy of 
resampling is increased. Surprisingly, we find out that Naïve 
Bayes classifier is the best option for applying on the sample 
domain to eliminate unreliable instances. This classifier is not 
only cheap and has less computations but also more quick and 
reliable than the other classifiers to discover reliable instances. 

 
 

Sample Domain
Analysis

Reliable sample Domain

Filter misclassified
Samples(Naive Bayes)

Integrate the initial sample
domain into the new one

Resampling on the reliable
sample domain

Final sample
domain

 
Fig. 3 Flow diagram of first step in the first phase 

     

B.  Secondary Phase 
In this phase, we use a hybrid policy to find the most 

irrelevant features and remove them from the feature space. 
To find and remove irrelevant features, we use Consistency 
subset evaluation method and genetic search. The fitness 
function of GA is set to Naïve Bayes classifier and we use 10-
fold-cross validation method to evaluate the goodness of the 
feature space. In order to set the initial population for GA, Chi 
squared subset evaluation method with ranker search is 
applied on the feature space and the features which gain 
higher ranks are selected as the initial population for GA 
search. Finally, Consistency method with GA search is run on 
the feature space and the features which are selected less than 
4 times by GA are eliminated from the feature space. The 
remaining features form the optimal feature space and 
removing any more features from this optimal set is harmful 
and deteriorates the classification performance for all 
classifiers due to loss of necessary data.      
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Fig. 4 Flow diagram of the second phase  
 

IX. EMPIRICAL STUDY 

A.  Experimental Setup and Conditions 
   To evaluate our feature selection method, we choose 5 
datasets from UCI Repository of Machine Learning databases 
[25] and apply 5 important classifiers before and after 
implementation of our feature selection method. A summary 
of datasets are presented in table I. The initial states of all 
algorithms used are shown in table II, III, IV, and V.  
 

TABLE I 
 CHARACTERISTICS OF UCI DATASETS 

Dataset Name Instance Features Classes      

Lung-Cancer 32 56 3      
Ionosphere 351 34 2      

Breast-Cancer 178 13 3      
Sonar 208 60 2      
Iris 150 4 3      

 
 

 

TABLE II 
 BEST FIRST DECISION TREE INITIAL STATES 

Parameter Value  
Heuristic True  

Minimum Number of Objects 2  
Number Folds Pruning 5  

Pruning Strategy Post Pruning  
Seed 1  

Size Per 1.0  
Use Error Rate True  

Use Gini True  
 

 
TABLE III 

JRIP INITIAL STATES 
Parameter Value  

Check Error Rate True  
Folds 3  

Minimum Number 2.0  
Seed 1  

Optimizations 2  
Use Pruning True  

 
TABLE IV 

MLP INITIAL STATES 
Parameter Value  

Learning Rate 0.3  
Momentum 0.2  

Random Seed 0  
Training Time 500  

Validation Set Size 0  
Validation Threshold 20  

 
TABLE V 

GA INITIAL STATES 
Parameter Value  

Crossover Probability True  
Maximum Generations 3  
Mutation Probability 2.0  

Population Size 1  
 

In table II, Best First Decision Tree parameters are: 
Heuristic parameter that if heuristic search is used for binary 
split for nominal attributes this parameter is set to true. 
Minimum Number of Objects sets minimal number of 
instances at the terminal nodes and is set to 2. Number Folds 
Pruning is number of folds in internal cross-validation and is 
set to 5. Pruning Strategy sets the pruning strategy which is 
post pruning. The random number seed to be used is set to 1. 
The percentage of the training set size is determined by Size 
Per parameter and is set to 1.0. If error rate is used as error 
estimate the parameter Use Error Rate is set to true. If Use 
Gini parameter is true the Gini index is used for splitting 
criterion, otherwise the dataset data is used. In table III, JRIP 
parameters are: Check Error Rate which checks the error rate 
and is set to true. The parameter Folds determines the amount 
of data used for pruning and is set to 3.  
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Minimum Number is the minimum total weight of the 
instances in a rule and is set to 2.0. Seed parameter used for 
randomizing the data and is set to 1.  

The number of optimization runs is determined by 
Optimizations parameter which is set to 2. Use Pruning 
parameter determines whether pruning is performed (true) or 
not (false) that is set to true in our experiments. In table IV, 
MLP parameters are: Learning Rate which is the amount the 
weights are updated and is set to 0.3. Momentum applies to 
the weights during updating and is set to 0.2.Random Seed 
parameter which is used to initialize the random number 
generator and is set to zero. Training Time parameter which 
implies the number of epochs to train through and is set to 
500. The percentage size of the validation set is defined by 
Validation Set Size which is set to 0. This indicates no 
validation set will be used and instead the network will train 
for the specified number of epochs. Validation Threshold 
parameter used to terminate validation testing which is set to 
20. In table V, GA parameters are set as follows: Crossover 
Probability is the probability that two population members 
will exchange genetic material and is set to 0.6. Max 
Generations parameter shows the number of generations to 
evaluate and is set to 20. Mutation Probability is the 
probability of mutation occurring and is set to 0.033 and the 
last parameter is the number of individuals (attribute sets) in 
the population that is set to 20.  

B. Experimental Results 
To evaluate the performance of the proposed method, we 

choose 5 datasets with different dimensions from both aspects 
of sample domain and feature space. The results of sample 
domain filtering and resampling in the first phase are 
presented in table VI. 
 

TABLE VI 
RESULTS OF SAMPLE DOMAIN FILTERING AND RESAMPLING IN THE  FIRST  

PHASE ON 5 UCI DATASETS. 

Name sample
s Misclassified Resa

mple  

Final 
Sample 
Domai

n 

  

Lung-Cancer 32 4 56  88   
Ionosphere 351 105 492  658   

Breast-Cancer 569 49 1040  1707   
Sonar 208 2 352  530   
Iris 150 6 288  438   

 
TABLE VII 

RESULTS OF FEATURE SUBSET EVALUATION ON 5 UCI DATASETS 

Name Feature 
Chisquare-
Consitency-

GA 
 

Final 
Feature 
Space 

  

Lung-Cancer 56 21  21   
Ionosphere 34 13  13   

Breast-Cancer 60 10  10   
Sonar 13 15  15   
Iris 4 3  3   

 
According to the results of table VI and table VII, we 

observe that this method leads to a higher level of 
dimensionality reduction. In fact, the proposed method acts on 
two dimensions.  

At first, it tries to optimize the sample domain and then 
reduces the number of features by a hybrid procedure and 
finally comes up with the optimal sample domain and feature 
space.  

Hence, the model which is made on the optimal training 
dataset results in a better accuracy and improves the classifiers 
performance. So, the proposed method is an effective feature 
selection method and works well on the wide range of 
different datasets. 
 

 
Fig. 5 The classifiers accuracy on lung-cancer dataset   

 

 
Fig. 6 The classifiers relative absolute error on lung-cancer dataset 

 

 
Fig. 7 The classifiers accuracy on Ionosphere dataset   
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Fig. 8 The classifiers relative absolute error on Ionosphere dataset 

 

 
Fig. 9 The classifiers accuracy on Breast-Cancer dataset  

 

 
Fig. 10 The classifiers relative absolute error on Breast-Cancer 

dataset  
 

 
Fig. 11 The classifiers accuracy on Sonar dataset   

 

 
Fig. 12 The classifiers relative absolute error on Sonar dataset 

 
Fig. 13 The classifiers accuracy on Iris dataset   
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Fig. 14 The classifiers relative absolute error on Iris dataset 

 
From figure 5 to 14, it is clear that our proposed method 

works well on different datasets with various sizes. Actually, 
the performance of five classifiers (Naïve Bayes, Logistic, 
Multilayer Perceptron, Best First Decision Tree and JRIP)  
improves considerably and simultaneously after applying our 
hybrid feature selection method. The accuracy of the 
classifiers is increased and the relative absolute error is 
decreased in most cases. For the datasets with larger feature 
space like Lung-Cancer and Sonar, the performance 
improvement is more noticeable.    
 

C.  Comparison and Discussion 
According to the results presented in figure 15 to 24, the 

proposed method outperforms GA-wrapper subset evaluation 
and GA-classifier subset evaluation methods based on the 
accuracy and relative absolute error of the group of classifiers.    
 

 
Fig. 15 Accuracy comparison between the proposed method, GA-
Wrapper and GA-Classifiers techniques on Lung-Cancer dataset 

 
Fig. 16 Accuracy comparison between the proposed method, GA-

Wrapper and GA-Classifiers techniques on Ionosphere dataset   

 

 
Fig. 17 Accuracy comparison between the proposed method, GA-
Wrapper and GA-Classifiers techniques on Breast-Cancer dataset 

 

 
Fig. 18 Accuracy comparison between the proposed method, GA-

Wrapper and GA-Classifiers techniques on Sonar dataset 
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Fig. 19 Accuracy comparison between the proposed method, GA-

Wrapper and GA-Classifiers techniques on Iris dataset 
 

 
Fig. 20 Relative absolute error comparison between the proposed 
method, GA-Wrapper and GA-Classifiers techniques on Lung-

Cancer dataset 

 

 
Fig. 21 Relative absolute error comparison between the proposed 

method, GA-Wrapper and GA-Classifiers techniques on Ionosphere 
dataset 

 
Fig. 22 Relative absolute error comparison between the proposed 
method, GA-Wrapper and GA-Classifiers techniques on Breast-

Cancer dataset 

 
Fig. 23 Relative absolute error comparison between the proposed 
method, GA-Wrapper and GA-Classifiers techniques on Sonar 

dataset 

 

 
Fig. 24 Relative absolute error comparison between the proposed 

method, GA-Wrapper and GA-Classifiers techniques on Iris dataset 
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achieves higher classification accuracy for the group of 
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considerably smaller than the GA-Wrapper and GA-Classifier 
methods, because it achieves higher level of dimensionality 
reduction and optimizes the sample domain before applying 
genetic search on the dataset. From figure 20 to 24, it is clear 
that for most cases, the relative absolute error for the proposed 
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method is smaller than the GA-Wrapper and GA-Classifier 
methods. This shows that our feature selection method is 
efficient and more reliable than the other methods. 

X. CONCLUSION 
In this paper, a hybrid feature selection method is proposed 

that tries to find the optimal sample domain and feature space. 
This method is combination of sample domain filtering, 
resampling and feature subset evaluation approaches. In the 
first phase, some irrelevant samples are removed by filtering 
misclassified samples and uses SMOTE technique to resample 
and increase the diversity of the dataset. In the second phase, 
the method tries to find the optimal feature space by applying 
Consistency subset evaluation method and genetic search on 
the feature space to remove irrelevant features. The 
experiments on small, medium and large sized datasets show 
that this trend leads to improve a group of classifiers 
performance simultaneously and decrease the classification 
error. This shows that combination of resampling and feature 
subset evaluation methods could improve the classification 
performance by a lower cost. The results also show that the 
proposed method outperforms two other feature selection 
methods.     
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