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Abstract—This paper presents 15-year trends for scientific 
studies in a scientific database considering 3D and vehicle words. 
Two words are selected to find their associated publications in IEEE 
scholar database. Both of keywords are entered individually for the 
years 2002, 2012, and 2016 on the database to identify the preferred 
subjects of researchers in same years. We have classified closer 
research fields after searching and listing. Three years (2002, 2012, 
and 2016) have been investigated to figure out progress in specified 
time intervals. The first one is assumed as the initial progress in 
between 2002-2012, and the second one is in 2012-2016 that is fast 
development duration. We have found very interesting and beneficial 
results to understand the scholars’ research field preferences for a 
decade. This information will be highly desirable in smart city-based 
research purposes consisting of 3D and vehicle-related issues. 
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I. INTRODUCTION 

HIS work focuses on the tracking of associated fields of 
two keywords, 3D and vehicle. Many of the review studies 

include all the highlighted papers within a period of time. In 
contrast, we investigate specified studies in two different years 
whose duration in between is selected as ten years. Today’s 
scientists intuitively believe that most of the computer vision 
related application fields have been widely studied for the last 
decade.  

Many other review methods have been proposed and 
implemented for the same purposes. Such schemes include the 
studies of [1]-[9]. Our approach uses the one shot search by 
filtering two words on the IEEE Explore Database to find 
associated research fields. An example is the work of Macenko 
et al., which provides both a good explanation of the approach 
to using review and a highly relevant practical application in 
research areas [10]. 

The following sections describe the overall approach and 
experimental results. Conclusions are given at the end. 

II. SEARCHING BY KEYWORDS FILTER  

In this paper, determining most popular scientific research 
areas problem using keywords is tackled with selecting the 
scholar IEEE database search filter for 3D and vehicle based 
studies. This study has been realized for two-time duration. 
The first term is assumed as initial period and handled 10-year 
period during 2002-2012. The second is considered as fast 
progress period and handled 5-year period during 2012-2016. 
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The results for three years (2002, 2012, 2016) can be seen in 
Table I. 

We found thousands of studies when we tried individual 
keyword 3D or ‘vehicle’. We have given the number of papers 
returned from IEEE Xplore Database for searching keywords, 
”vehicle”, “3D” and ”vehicle and 3D”, for single years, 2002, 
2012, and 2016. We have selected the returned results for 
keywords ”vehicle” and “3D”, which are totally 918, while the 
others have totally returned over 15000 as seen in Table I. The 
basic premise behind the underlying objective is that prediction 
of an entire picture on research areas is useful, desired, or even 
practical. In lieu of this reasoning, the 15-year gap is chosen to 
help to determine advancements in the next researches as the 
most likely trends of the next years. 

 

 

Fig. 1 Searching system type 
 

TABLE I 
NUMBER OF PAPERS RETURNED FROM IEEE XPLORE DATABASE FOR 

SEARCHING KEYWORDS (VEHICLE, 3D AND “VEHICLE” AND “3D”) FOR THE 

SINGLE YEARS, 2002, 2012, AND 2016. DATE:10 APR 2017 

Keywords Vehicle 3D “Vehicle” and “3D” 

2002-Num. of papers 2909 2150 76 

2012-Num of papers 10448 7272 336 

2016-Num. of papers 14371 7660 509 

Total 27.728 17.082 918 

 
Research fields can be listed as 

1. 3D Reconstruction, Retrieval, Modeling, Simulation, 
Game, Virtual Reality, Visualization, Education. 

2. UAV, Autonomous vehicle, Cooperative, Path Planning, 
Aerial, Unmanned. 

3. Network, Wireless, Communication. 
4. Sensor-based, Multisensory Fusion, Information Fusion, 
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Multiband, Data Acquisition. 
5. Tracking, Pose Estimation, Detection, Facial, Biometry, 

Collision Avoidance. 
6. Heuristic, Optimization, Swarm. 
7. Semiconductor, Fabrication, Packaging, RFID, Nano, 

Embedded, Photonics. 
8. Detection-Classification, Localization, Segmentation, 

Recognition, Scene Understanding.  
9. Behavior, Situational Awareness, Real-Time. 
10. Spatial, Geo-Location, Mapping, Geo-Data, Navigation, 

Ocean. 
11. Vehicle technology, Hybrid and Electric Vehicles 
12. Others 

Number of papers in the research fields above for three years 
is given in Table II.  

III. EXPERIMENTAL RESULTS 

Correlation between 2002 and 2012 is 0.7712, and 
correlation between 2012 and 2016 is 0.8091. High correlation 
means that researchers are conservative to generate novel 
scientific areas. As some of subjects are getting importance, 
some of them lost their popularity, but they compensate each 
other. Fig. 2 indicates the initial term for 2002-2012, and Fig. 3 
represents the fast progress period of 2012-2016. 

 

 

Fig. 2 2002-2012 distribution by research fields paper numbers 
 

TABLE II 
NUMBER OF PAPERS IN RESEARCH FIELDS FOR 2002, 2012, 2016 

 2002 year 2012 year 2016 year References 

1 9 40 52 [11]-[20] 

2 15 69 78 [21]-[29] 

3 3 27 42 [30]-[38] 

4 6 28 35 [39]-[47] 

5 7 27 32 [48]-[54] 

6 2 7 12 [55]-[63] 

7 5 35 47 [64]-[72] 

8 3 32 53 [73]-[80] 

9 4 17 30 [81]-[88] 

10 9 16 24 [89]-[96] 

11 5 23 67 [97]-[103] 

12 4 15 37 [104]-[112] 

std. dev 3.62 15.93 18.36  

average 6.00 28.00 42.42  

 
Increase of standard deviation depicts some of research 

fields in 2012 which have been studied 4.40 times more than 
2002, and even proportion of average values is 6.6. Those in 
2016 have been studied 1.15 times more than 2012, and even 

proportion of average values is 1.50. If we apply for T-test with 
0.95 confidence, we find 0.0132 and it shows that there is a 
meaningful difference between two samples. Then, we can 
check the maximum and minimum two differences to interpret 
novel, developing and losing research areas.  

 

 

Fig. 3 2012-2016 distribution by research fields paper numbers 
 
Max differences between 2002-2012: 

 
69-15=54Autonomous vehicles 

 
40-9=31 Reconstruction 

 
Min differences between 2002-2012: 
 

7-2=5 Heuristic 
 

16-9=7 Spatial 
 

Max differences between 2012-2016: 
 

42-15=44 Vehicle technology 
 

27-5=22  Others 
 

Min differences between 2012-2016: 
 

12-7=5 Heuristic 
 

32-27=5 Tracking 
 

Some of fields lose their popularity and some of them gain 
much. From Fig. 4, two peaks can be remarkable on the 
graphic, which are related to UAV and semiconductor 
manufacturing.  

 

 

Fig. 4 2002-2012 number of papers in classified research fields 
 
Both of them are promising area in researchers’ opinions as 
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to 2012. The areas that stand out in 2016 are UAV and Vehicle 
technology. Advancements in unmanned vehicle is getting 
increased. Because the sense in this area was only in special 
applications 15 years ago, but towards 2016 scientists have 
been studying unmanned vehicles in agriculture, self-driving, 
chemical, nuclear, medical, space, nano industries. It indicates 
that as many industries rapidly develop, quantity and quality of 
unmanned researches in associated with mentioned areas will 
increase.  

There is a close relationship between unmanned and IC 
fabrication-nano technology research fields, because both of 
them are related to the advancements of the associated 
industries such as chemical, medical, space, vehicle. Therefore, 
it motivates sharply quantities and quality in both research 
areas. On the other hand, Heuristic, Optimization, Swarm and 
Spatial, Geo-location, Mapping, Geo-data, Navigation, Ocean 
research areas are nearly the same as far as quantities of 
research. Common intuitions related to them are as below; 
 Associated research fields are getting develop,  
 They have been widely using, 
 Industrial developments motivate research studies,  
 Financial supports have still been continuing, 
 Sub-sectors have been developed,  
 Researchers believe that these areas are more promising 

in the future,  
 Researchers have been following state of the art studies, 

and their quantities, 
 Mentioned sectors are commonly critical for the countries 

around the world. 
 

 

Fig. 5 Normal probability distribution of research fields 

A. How to Build an Estimation Linkage in 2016 to 2012 
Total Citation Numbers of Papers According to Research 
Fields in 2002 

For computational efficiency, the estimated ROIs are 
searched in nine different positions for vehicles’ images which 
match to those found in previous frames. The search strategy 
selected in this work is similar to the Matching Pursuit 
transform and the corresponding Gabor wavelets. In our case, 
however, the Gabor wavelet basis functions are adaptively 
formed in accordance with the shape and size of each vehicle 
being tracked. 

A pair of datasets is used in experimentation from IEEE 
Xplore database, e.g. keywords for vehicle and 3D. Keywords 
provided in the databases are in AND constraint. Fig. 4 shows 
the results of the algorithm’s tracking features. Over the course 
of the research progression, the approach tracks the 

developments and contents of the specified years in a decade. 
This approach sketches attempts of researchers to isolate and 
track relevant promising research areas.  

The red lines in the figure represent the tracked path of the 
objects, while the numbers act as bounding box labels. Close 
observation of the images shows that there are two kinds of 
tracked bounding boxes. One type is the single blue box as 
seen with regards to boxes 2 and 3, and the double lines green 
and blue boxes. Regions such as those of 2 and 3 exist because 
their associated feature is no longer being tracked, at least in 
the current frame. This can happen for one of three reasons; the 
object has moved off the screen, tracking has been temporarily 
lost on the object, or the object is an erroneously tracked region 
as in the case of region 3. Region 3 was an artifact associated 
with region 1 that was tracked across several frames.  

Quantitative measurements of tracking error have been made 
in the least mean square sense (LMSE) yielding an acceptably 
low tracking error as in [2]. Here, the main goal is to capture 
and track the moving objects in various road conditions.  

IV. CONCLUSIONS 

This paper presents a time-varying search filter result for use 
with vehicle and 3D. 

The motivations for attitudes of researchers can be stated as: 
1. Most of researchers are considering up-to-date subjects. 
2. Some of the subjects are not studied such as facial works 

in our example.  
3. Unmanned fields are getting very promising. 
4. Embedded and nano-scale fabrication is one of the mostly 

studied fields 
5. Researchers are not reluctant to novel research fields, 

instead they prefer yielding return areas such as 
unmanned vehicle technologies and semiconductor 
industry. It verifies that researchers follow more concrete 
developments in selecting topic of study. 

6. Between 2002 and 2016, researchers generate more 
papers in different research fields. Their attitudes are 
proportional to state of the art studies. 

Future work involves extending the one shot pair of 2 years’ 
study in a decade to every year in one-decade scheme with 
feature selectivity (e.g., real time, theoretical, industry based 
implementations). 

REFERENCES 
[1] S. Atev and N. Papanikolopoulos, “Multi-view 3d vehicle tracking with 

a constrained filter,” ICRA, pp. 2277 – 2282, 2008. 
[2] M. Celenk and J. Graham, “Traffic Surveillance Using a Gabor Filter 

Bank Based Kalman Motion Predictor,” Proc. VISAPP ‘08, Funchal, 
Maderia – Portugal, Jan 22-25, 2008. 

[3] M. Celenk, Q. Zhou, V. Vetnes and R. Godavari, “Saliency field map 
construction for ROI-based color image querying,” Journal of Electronic 
Imaging, Vol. 4, 2005.  

[4] L. Zhi-fang and Y. Zhisheng, “A Real-time Vision-based Vehicle 
Tracking and Traffic Surveillance,” 8th ACIS Int. Conf. Software Eng., 
AI, Networking, and Parallel/Distributed Computing, Vol. 1, pp. 174-
179, 2007. 

[5] M. Maire and C. Kamath, “Tracking Vehicles in traffic Surveillance 
Video,” Lawrence Livemore National Laboratory (LLNL) Technical 
Report, 2005. 

[6] S. Wang, Y. Wang, M. Jin, X. Gu and D. Samaras, “3D surface 

0

0,2

0,4

0,6

0,8

1

1 2 3 4 5 6 7 8

2002 2012 2016



International Journal of Electrical, Electronic and Communication Sciences

ISSN: 2517-9438

Vol:11, No:10, 2017

1097

matching and recognition using conformal geometry,” In Computer 
Vision and Pattern Recognition, Vol. 2, pp. 2453-2460, 2006. 

[7] C. C. R. Wang and J. J. J. Lien, “Automatic vehicle detection using local 
features—A statistical approach,” Transactions on Intelligent 
Transportation Systems, 9(1), 83-96, 2008. 

[8] E. Maggio, M. Taj and A. Cavallaro, “Efficient multitarget visual 
tracking using random finite sets,” Transactions on Circuits and Systems 
for Video Technology, 18(8), 1016-1027, 2008. 

[9] Q. Yu and G. Medioni, “A GPU-based implementation of Motion 
Detection from a Moving Platform,” In Computer Vision and Pattern 
Recognition Workshops, CVPRW'08, pp. 1-6, 2008. 

[10] M. Macenko, R. Luo, M. Celenk, L. Ma and Q. Zhou, “Lesion detection 
using Gabor-based saliency field mapping,” International Society for 
Optics and Photonics, pp. 65123E-65123E, 2007. 

[11] B. Delaney, “Computer graphics: helping to cope with terrorism,” 
Computer Graphics and Applications, 22(2), 16-23, 2002. 

[12] Z. Hu, and K. Uchimura, “Dynamical road modeling and matching for 
direct visual navigation,” In Applications of Computer Vision,WACV, 
pp. 237-241, 2002. 

[13] J. R. Samson, “Update on dependable multiprocessor CubeSat 
technology development,” In Aerospace Conference, pp. 1-12, 2012. 

[14] L. Lin, T. Wang, Y. Huang, L. Wang, H. Zhang, and Y. Zheng, “The 
design and simulation experiment of full floating cab suspensions 
system for conventional heavy trucks,” In Mechatronics and Automation 
(ICMA), pp. 854-858, 2012. 

[15] J. Shi, H. Wei, and S. Shi, “Driving motion capture based driver 
behavior analysis,” In Intelligent Transportation Systems (ITSC), pp. 
1166-1171, 2012. 

[16] R. Ren, W. Wang, J. Liu, Y. Li, and L. Wang, “Teleoperation of 
unmanned ground vehicles based on 3D trajectory prediction,” In 
Advanced Information Management, Communicates, Electronic and 
Automation Control Conference (IMCEC), pp. 790-794, 2016. 

[17] S. Houben, D. Droeschel, and S. Behnke, “Joint 3D laser and visual 
fiducial marker based SLAM for a micro aerial vehicle,” In Multisensor 
Fusion and Integration for Intelligent Systems (MFI), pp. 609-614, 2016. 

[18] H. Lee, S. Song, and S. Jo, “3D Reconstruction using a sparse laser 
scanner and a single camera for outdoor autonomous vehicle,” In 
Intelligent Transportation Systems (ITSC), pp. 629-634, 2016. 

[19] I. Kevin, K. Wang, O. Singh, E. L. Teh, and K. Aw, “3D terrain 
mapping vehicle for search and rescue,” In Sensing Technology (ICST), 
pp. 1-6, 2016. 

[20] M. Buczko, and V. Willert, “How to distinguish inliers from outliers in 
visual odometry for high-speed automotive applications,” In Intelligent 
Vehicles Symposium (IV), pp. 478-483, 2016. 

[21] K. Kanev, and S. Kimura, “Integrating dynamic full-body motion 
devices in interactive 3D entertainment,” Computer Graphics and 
Applications, 22(4), 76-86, 2002. 

[22] M. Pesses, J. Tan, R. Hash, and R. Swartz, “Simulation of LWIR 
polarimetric observations of space objects,” In Applied Imagery Pattern 
Recognition Workshop, pp. 164-170, 2002. 

[23] T. Tsubouchi, S. Sarata, H. Osumi, and M. Kurisu, “Introduction of 
yamazumi project-trial for autonomous heavy vehicles at construction 
site,” In Industrial Technology, ICIT'02, Vol. 1, pp. 514-518, 2002. 

[24] J. Lannon, A. Hilton, A. Huffman, M. Lueck, E. Vick, S. Goodwin, and 
D. Temple, “Process integration and testing of TSV Si interposers for 
3D integration applications,” In Electronic Components and Technology 
Conference (ECTC), pp. 268-273, 2012. 

[25] M. Ahmed, and K. Subbarao, “Estimation based cooperative guidance 
controller for 3D target tracking with multiple UAVs,” In American 
Control Conference (ACC), pp. 6035-6040, 2012.  

[26] E. R. Corral-Soto, R. Tal, L. Wang, R. Persad, L. Chao, C. Solomon, 
and J. H. Elder, “3D town: the automatic urban awareness project,” In 
Computer and Robot Vision (CRV), pp. 433-440, 2012. 

[27] F. Liao, S. Lai, Y. Hu, J. Cui, J. L. Wang, R. Teo, and F. Lin, “3D 
motion planning for UAVs in GPS-denied unknown forest 
environment,” In Intelligent Vehicles Symposium (IV), pp. 246-251, 
2016. 

[28] A. Azizi, H. Nourisola, and A. R Ghiasi, “3D inertial algorithm of 
SLAM for using on UAV,” In Robotics and Mechatronics (ICROM), pp. 
122-129, 2016. 

[29] M. Karaduman, A. Çınar, and H. Eren, “Estimating UAV Route via 
Aerial Road Images,” International Conference on Engineering and 
Natural Science (ICENS), pp. 2432-2436, 2016. 

[30] A. Talukder, R. Manduchi, R. Castano, K. Owens, L. Matthies, A. 
Castano, and R. Hogg, ”Autonomous terrain characterisation and 

modelling for dynamic control of unmanned vehicles,” In Intelligent 
Robots and Systems, Vol. 1, pp. 708-713, 2002. 

[31] S. Bai, K. H. Low, and M. Y. Teo, “Path generation of walking 
machines in 3D terrain,” In Robotics and Automation, ICRA'02, Vol. 3, 
pp. 2216-2221, 2002. 

[32] P. Dickson, J. Li, Z. Zhu, A. R. Hanson, E. M. Riseman, H. Sabrin, and 
G. Whitten, “Mosaic generation for under vehicle inspection,” In 
Applications of Computer Vision, (WACV), pp. 251-256, 2002. 

[33] M. Himmelsbach, and H. J. Wuensche, “Tracking and classification of 
arbitrary objects with bottom-up/top-down detection,” In Intelligent 
Vehicles Symposium (IV), pp. 577-582, 2012. 

[34] Z. Kira, B. Southall, S. Kuthirummal, B. Matei, R. Hadsell, and J. 
Eledath, “Multi-modal pedestrian detection on the move,” In 
Technologies for Practical Robot Applications (TePRA), pp. 157-162, 
2012. 

[35] L. Azpilicueta, J. J. Astrain, H. Landaluce, I. Angulo, A. Perallos, J. 
Villadangos, and F. Falcone, “Analysis of an UHF-RFID system in a 
metallic closed vehicle,” In Antennas and Propagation (EUCAP), pp. 
2009-2012, 2012. 

[36] C. Yao, W. Zhao, D. Ma, X. Yang, and H. Tang, “3D modelling of 
metal shield on circular coil pad for contactless electric vehicle charging 
using finite element analysis,” In Power Electronics Conference 
(SPEC), pp. 1-5, 2016. 

[37] C. W. Yang, T. H. Lee, C. L. Huang, and K. S. Hsu, “Unity 3D 
production and environmental perception vehicle simulation platform,” 
In Advanced Materials for Science and Engineering (ICAMSE), pp. 452-
455, 2016. 

[38] W. Jing, J. Polden, P. Y. Tao, W. Lin, and K. Shimada, “View planning 
for 3D shape reconstruction of buildings with unmanned aerial 
vehicles,” In Control, Automation, Robotics and Vision (ICARCV), pp. 
1-6, 2016. 

[39] M. Daginnus, R. Kronberger, and A. Stephan,”Ground plane effects on 
the performance of SDARS antennas,” In Antennas and Propagation 
Society International Symposium, Vol. 4, pp. 748-751, 2002. 

[40] A. M. Waxman, D. A. Fay, B. J. Rhodes, T. S. McKenna, R. T. Ivey, N. 
A. Bomberger, and G. A. Carpenter, “Information fusion for image 
analysis: Geospatial foundations for higher-level fusion,” In Information 
Fusion, Vol. 1, pp. 562-569, 2002. 

[41] T. Huntsberger, H. Aghazarian, Y. Cheng, E. T. Baumgartner, E. 
Tunstel, C. Leger, and P. S. Schenker, “Rover autonomy for long range 
navigation and science data acquisition on planetary surfaces,” In 
Robotics and Automation, Proceedings, ICRA'02, Vol. 3, pp. 3161-3168, 
2002. 

[42] S. Nicolas, S. Caplet, F. Greco, M. Audoin, X. Baillin, and S. Fanget, 
“3D MEMS high vacuum wafer level packaging,” In Electronic 
Components and Technology Conference (ECTC), pp. 370-376, 2012. 

[43] M. A. Olivares-Mendez, P. Campoy, I. Mellado-Bataller, and L. Mejias, 
“See-and-avoid quadcopter using fuzzy control optimized by cross-
entropy,” In Fuzzy Systems (FUZZ-IEEE), pp. 1-7, 2012. 

[44] S. Liu, Y. Wei, and Y. Gao, “3D path planning for AUV using fuzzy 
logic,” In Computer Science and Information Processing (CSIP), pp. 
599-603, 2012. 

[45] C. Fries, and H. J. Wuensche, “Real-time unsupervised feature model 
generation for a vehicle following system,” In Intelligent Transportation 
Systems (ITSC), pp. 2450-2455, 2016. 

[46] O. Karaduman, H. Eren, H. Kurum, and M. Celenk, “Road-Geometry-
Based Risk Estimation Model for Horizontal Curves,” Transactions on 
Intelligent Transportation Systems, 17(6), 1617-1627, 2016. 

[47] N. Fanani, M. Ochs, H. Bradler, and R. Mester, “Keypoint trajectory 
estimation using propagation based tracking,” In Intelligent Vehicles 
Symposium (IV), pp. 933-939, 2016. 

[48] H. Singh, G. Salgian, R. Eustice, and R. Mandelbaum, “Sensor fusion of 
structure-from-motion, bathymetric 3D, and beacon-based navigation 
modalities,” In Robotics and Automation (ICRA'02), Vol. 4, pp. 4024-
4031, 2002. 

[49] A. Talukder, R. Manduchi, A. Rankin, and L. Matthies, “Fast and 
reliable obstacle detection and segmentation for cross-country 
navigation,” In Intelligent Vehicle Symposium, Vol. 2, pp. 610-618, 
2002. 

[50] P. Firoozfam, and S. Negahdaripour, “Multi-camera conical imaging; 
calibration and robust 3-D motion estimation for ROV based mapping 
and positioning,” In OCEANS'02, Vol. 3, pp. 1595-1602, 2002. 

[51] P. Sinha, P. Esden-Tempski, C. A. Forrette, J. K. Gibboney, and G. M. 
Horn, “Versatile, modular, extensible vtol aerial platform with 
autonomous flight mode transitions,” In Aerospace Conference, pp. 1-



International Journal of Electrical, Electronic and Communication Sciences

ISSN: 2517-9438

Vol:11, No:10, 2017

1098

17, 2012. 
[52] Y. G. Soloveichik, M. G. Persova, T. B. Epanchintseva, D. S. Kiselev, 

D. V. Vagin, and V. K. Belov, “Finite element code for 3D numerical 
analysis of thermoelastic stresses in nose caps of hypersonic flight 
vehicles,” In Strategic Technology (IFOST), pp. 359-362, 2016. 

[53] W. McDowell, L. Martin, and W. B. Mikhael, “Vehicle classification via 
3D geometries,” In Circuits and Systems (MWSCAS), pp. 1-4, 2016. 

[54] P. Niermeyer, V. S. Akkinapalli, M. Pak, F. Holzapfel, and B. Lohmann, 
“Geometric path following control for multirotor vehicles using 
nonlinear model predictive control and 3d spline paths,” In Unmanned 
Aircraft Systems (ICUAS), pp. 126-134, 2016. 

[55] D. Ju, Z. Xiaoguang, and T. Min, “Fuzzy logic control in autonomous 
ROV navigation,” In TENCON'02, Region 10 Conference on 
Computers, Communications, Control and Power Engineering, Vol. 3, 
pp. 1566-1569, 2002. 

[56] A. F. Hmiel, R. Wicen, and S. Tang, “A novel process for protecting 
wire bonds from sweep during molding,” In Electronics Manufacturing 
Technology Symposium (IEMT), pp. 335-341, 2002. 

[57] K. A. Hashim, A. Ahmad, A. M. Samad, K. Nizam Tahar, and W.S. 
Udin, “Integration of low altitude aerial and terrestrial photogrammetry 
data in 3D heritage building modeling,” In Control and System Graduate 
Research Colloquium (ICSGRC), pp. 225-230, 2012. 

[58] R. J. Zhang, and D. Li, “The design and realization of 3D game engines 
based on textualized,” In Fuzzy Systems and Knowledge Discovery 
(FSKD), pp. 977-980, 2012. 

[59] J. Lalonde, R. Laganiere, and L. Martel, “Single-view obstacle detection 
for smart back-up camera systems,” In Computer Vision and Pattern 
Recognition Workshops (CVPRW), pp. 1-8, 2012. 

[60] P. Molchanov, X. Yang, S. Gupta, K. Kim, S. Tyree, and J. Kautz, 
“Online detection and classification of dynamic hand gestures with 
recurrent 3d convolutional neural network,” Computer Vision and 
Pattern Recognition, pp. 4207-4215, 2016. 

[61] Y. Ye, L. Fu, and B. Li, “Object detection and tracking using multi-layer 
laser for autonomous urban driving,” In Intelligent Transportation 
Systems (ITSC), pp. 259-264, 2016. 

[62] N. B. Romdhane, H. Mliki, R. El Beji, and M. Hammami, “Combined 
2d/3d traffic signs recognition and distance estimation,” In Intelligent 
Vehicles Symposium (IV), pp. 355-360, 2016. 

[63] Q. Rao, L. Krüger, and K. Dietmayer, “Monocular 3D shape 
reconstruction using deep neural networks,” In Intelligent Vehicles 
Symposium (IV), pp. 310-315, 2016. 

[64] L. Pedersen, “Science target assessment for Mars rover instrument 
deployment,” In Intelligent Robots and Systems, Vol. 1, pp. 817-822, 
2002. 

[65] R. Chapuis, J. Laneurit, R. Aufrere, F. Chausse, and T. Chateau, 
“Accurate vision based road tracker,” In Intelligent Vehicle Symposium, 
Vol. 2, pp. 666-671, 2002. 

[66] A. Sehgal, D. Cernea, and M. Makaveeva, “Pose estimation and 
trajectory derivation from underwater imagery,” In OCEANS, pp. 1-5, 
2012. 

[67] Q. X. Nguyen, and S. Jo, “Electric wheelchair control using head pose 
free eye-gaze tracker,” Electronics Letters, 48(13), 750-752, 2012. 

[68] I. Baldwin, and P. Newman, “Road vehicle localization with 2d push-
broom lidar and 3d priors,” In Robotics and Automation (ICRA), pp. 
2611-2617, 2012. 

[69] R. El-Makhour, M. Huard, and E. Lardjane, “Modeling and integration 
of automotive radiofrequency antennas for vehicle access systems,” In 
Antennas and Propagation (EUCAP), pp. 2324-2328, 2012. 

[70] J. Bao, Y. Gu, L. T. Hsu, and S. Kamijo, “Vehicle self-localization using 
3D building map and stereo camera,” In Intelligent Vehicles Symposium 
(IV), pp. 927-932, 2016. 

[71] A. K. Aijazi, P. Checchin, L. Malaterre, and L. Trassoudaine, 
“Automatic detection of vehicles at road intersections using a compact 
3D Velodyne sensor mounted on traffic signals,” In Intelligent Vehicles 
Symposium (IV), pp. 662-667, 2016. 

[72] S. Ramazani, A. Gardner, and R. Selmic, “Neural network-based 
formation control of unmanned vehicles in 3D space,” In Control and 
Automation (MED), pp. 1065-1070, 2016. 

[73] J. H. Kim, Y. Matui, S. Hayakawa, T. Suzuki, S. Okuma, and N. 
Tsuchida, “Capturing and modeling of driving skill under three 
dimensional virtual environment,” In SICE, Vol. 5, pp. 3208-3213, 
2002. 

[74] J. Lobo, L. Almeida, and J. Dias, “Segmentation of dense depth maps 
using inertial data a real-time implementation,” In Intelligent Robots and 
Systems, Vol.1, pp. 92-97, 2002. 

[75] Y. Huang, T. Wang, L. Lin, H. Gao, Y. Zheng, and Y. Xu, “The design 
and three-dimensional modeling of special cleaning-and-maintaining 
vehicles for tracks,” In Mechatronics and Automation (ICMA), pp. 1214-
1219, 2012. 

[76] M. Obst, S. Bauer, P. Reisdorf, and G. Wanielik, “Multipath detection 
with 3D digital maps for robust multi-constellation GNSS/INS vehicle 
localization in urban areas,” In Intelligent Vehicles Symposium (IV), pp. 
184-190, 2012. 

[77] V. Kogan, I. Shimshoni, and D. Levi, “Lane-level positioning with 
sparse visual cues,” In Intelligent Vehicles Symposium (IV), pp. 889-895, 
2016. 

[78] B. Soheilian, X. Qu, and M. Brédif, “Landmark based localization: LBA 
refinement using MCMC-optimized projections of RJMCMC-extracted 
road marks,” In Intelligent Vehicles Symposium (IV), pp. 940-947, 2016. 

[79] J. Degerman, T. Pernstål, and K. Alenljung, “3D occupancy grid 
mapping using statistical radar models,” In Intelligent Vehicles 
Symposium (IV), pp. 902-908, 2016. 

[80] H. Mengwen, E. Takeuchi, Y. Ninomiya, and S. Kato, “Robust virtual 
scan for obstacle Detection in urban environments,” In Intelligent 
Vehicles Symposium (IV), pp. 683-690, 2016.  

[81] M. Eisenbarth, and K. Feldmann, “Pressfit technology for 3-D molded 
interconnect devices (MID)-A lead-free alternative to solder joints-
challenges and solutions concepts,” In Electronics Manufacturing 
Technology Symposium (IEMT), pp. 238-244, 2002. 

[82] M. K. Tsai, Y. L. Lin, W. Hsu, and C. W. Chen, “Content-based vehicle 
retrieval using 3d model and part information,” In Acoustics, Speech and 
Signal Processing (ICASSP), pp. 1025-1028, 2012. 

[83] Y. L. Lin, “Investigating 3D model and part information for improving 
content-based and attribute-based object retrieval,” ACM International 
Conference on Multimedia, pp. 1409-1412, 2012. 

[84] S. Saito, Y. Murata, T. Takayama, and N. Sato, “An international 
driving simulator: Recognizing the sense of a car body by the 
simulator,” In Advanced Information Networking and Applications 
Workshops (WAINA), pp. 254-260, 2012. 

[85] M. Mirzaei, N. Meskin, and F. Abdollahi, “Robust distributed consensus 
of autonomous underwater vehicles in 3D space,” In Control, Decision 
and Information Technologies (CoDIT), pp. 399-404, 2016. 

[86] M. Mirzaei, F. Abdollahi, and N. Meskin, “Global stabilization of 
autonomous underactuated underwater vehicles in 3D space,” In 
Advanced Intelligent Mechatronics (AIM), pp. 148-153, 2016. 

[87] W. Wang, F. Wang, P. Liu, Y. He, and X. Zhang, “A monovision-based 
3D pose estimation system for vehicle behavior prediction,” In 
Vehicular Electronics and Safety (ICVES), pp. 1-6, 2016. 

[88] Z. Ai, M. A. Livingston, and I. S. Moskowitz, “Real-time unmanned 
aerial vehicle 3D environment exploration in a mixed reality 
environment,” In Unmanned Aircraft Systems (ICUAS), pp. 664-670, 
2016. 

[89] E. A. Widder, “Splat Cam: Mapping plankton distributions with 
bioluminescent road-kill,” In OCEANS'02, Vol. 3, pp. 1711-1715, 2002. 

[90] D. Christie, C. Jiang, D. Paudel, and C. Demonceaux, “3D 
reconstruction of dynamic vehicles using sparse 3D-laser-scanner and 
2D image fusion,” In Informatics and Computing (ICIC), pp. 61-65, 
2012. 

[91] S. Li, X. Jiang, H. Qian, and Y. Xu, “Vehicle 3-dimension measurement 
by monocular camera based on license plate,” In Robotics and 
Biomimetics (ROBIO), pp. 800-806, 2016. 

[92] L. de Paula Veronese, J. Guivant, F. A. A. Cheein, T. Oliveira-Santos, F. 
Mutz, E. de Aguiar, and A. F. De Souza, “A light-weight yet accurate 
localization system for autonomous cars in large-scale and complex 
environments,” In Intelligent Transportation Systems (ITSC), pp. 520-
525, 2016. 

[93] S. R. E. Datondji, Y. Dupuis, P. Subirats, and P. Vasseur, “Rotation and 
translation estimation for a wide baseline fisheye-stereo at crossroads 
based on traffic flow analysis,” In Intelligent Transportation Systems 
(ITSC), pp. 1534-1539, 2016. 

[94] S. Hwang, N. Kim, Y. Choi, S. Lee, and I. S. Kweon, “Fast multiple 
objects detection and tracking fusing color camera and 3D Lidar for 
intelligent vehicles,” In Ubiquitous Robots and Ambient Intelligence 
(URAI), pp. 234-239, 2016. 

[95] A. Shamshirgaran, and F. Abdollahi, “Dynamic coverage control via 
underactuated autonomous underwater vehicles in unknown 3D 
environment,” In Control, Instrumentation, and Automation (ICCIA), 
pp. 333-338, 2016. 

[96] S. Yuan, and H. Schumacher, “Vehicle microwave radar system for 2D 
and 3D environment mapping,” In Microwaves for Intelligent Mobility 



International Journal of Electrical, Electronic and Communication Sciences

ISSN: 2517-9438

Vol:11, No:10, 2017

1099

(ICMIM), pp. 1-3, 2016. 
[97] K. Peterson, “Three-dimensional navigation,” In OCEANS'02, Vol. 2, 

pp. 1046-1050, 2002. 
[98] L. Wei, X. Jin, and Z. Wu, “3D modeling based on multiple Unmanned 

Aerial Vehicles with the optimal paths,” In Intelligent Signal Processing 
and Communication Systems (ISPACS), pp. 1-6, 2016. 

[99] S. Roelofsen, A. Martinoli, and D. Gillet, “3D collision avoidance 
algorithm for Unmanned Aerial Vehicles with limited field of view 
constraints,” In Decision and Control (CDC), pp. 2555-2560, 2016. 

[100] R. Ren, W. Wang, and Y. Li, “Real-Time 3D Tele-operation of 
Unmanned Ground Vehicles,” In Intelligent Human-Machine Systems 
and Cybernetics (IHMSC), Vol. 1, pp. 322-325, 2016. 

[101] J. Sochor, A. Herout, and J. Havel, ”BoxCars: 3D Boxes as CNN Input 
for Improved Fine-Grained Vehicle Recognition,” Computer Vision and 
Pattern Recognition, pp. 3006-3015, 2016. 

[102] K. Acharya, and D. Ghoshal, “3D computer animation of biomimetic 
underwater vehicle with magnetic levitation technology,” In Electrical, 
Electronics, and Optimization Techniques (ICEEOT), pp. 2644-2647, 
2016. 

[103] X. Liang, X. Zhao, S. Li, Q. Wang, and W. Lu, “A 3D geometry-based 
scattering model for vehicle-to-vehicle wideband MIMO relay-based 
cooperative channels,” China Communications, 13(10), 1-10, 2016. 

[104] H. Sedaghati, S. H. H. Sadeghi, and R. Moini, “Susceptibility analysis of 
electronic devices in ground vehicles to electromagnetic field radiated 
by cellular phones,” In Electromagnetic Compatibility, pp. 722-725, 
2002. 

[105] A. P. Schulz, S. Finkel, and M. Wieser, “Design Center-a collaborative 
environment for the integrated development of products and services,” 
In Computer Supported Cooperative Work in Design, pp. 151-157, 2002. 

[106] C. Yu, X. Xiang, and J. Dai, “3D heuristic path following for under-
actuated autonomous underwater vehicle with bounded controls and 
control rates,” In OCEANS, pp. 1-6, 2016. 

[107] W. Jing, J. Polden, W. Lin, and K. Shimada, “Sampling-based view 
planning for 3D visual coverage task with Unmanned Aerial Vehicle,” 
In Intelligent Robots and Systems (IROS), pp. 1808-1815, 2016. 

[108] A. Asvadi, P. Girão, P. Peixoto, and U. Nunes, “3D object tracking 
using RGB and Lidar data,” In Intelligent Transportation Systems 
(ITSC), pp. 1255-1260, 2016. 

[109] M. Michael, C. Feist, F. Schuller, and M. Tschentscher, “Fast Change 
Detection for Camera-based Surveillance Systems,” In Intelligent 
Transportation Systems (ITSC), pp. 2481-2486, 2016. 

[110] S. Klemm, M. Essinger, J. Oberländer, M. R. Zofka, F. Kuhnt, M. 
Weber, and J. M. Zöllner, “Autonomous multi-story navigation for valet 
parking,” In Intelligent Transportation Systems (ITSC), pp. 1126-1133, 
2016. 

[111] M. Kusenbach, M. Himmelsbach, and H. J. Wuensche, “A new 
geometric 3D Lidar feature for model creation and classification of 
moving objects,” In Intelligent Vehicles Symposium (IV), pp. 272-278, 
2016. 

[112] A. Al-Kaff, Q. Meng, D. Martín, A. de la Escalera, and J. M. Armingol, 
“Monocular vision-based obstacle detection/avoidance for unmanned 
aerial vehicles,” In Intelligent Vehicles Symposium (IV), pp. 92-97, 2016. 


