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Abstract—An essential task in the field of artificial intelligence is
to allow computers to interact with people through natural language.
Therefore, researches such as virtual assistants and dialogue systems
have received widespread attention from industry and academia. The
response generation plays a crucial role in dialogue systems, so to
push forward the research on this topic, this paper surveys various
methods for response generation. We sort out these methods into
three categories. First one includes finite state machine methods,
framework methods, and instance methods. The second contains
full-text indexing methods, ontology methods, vast knowledge base
method, and some other methods. The third covers retrieval methods
and generative methods. We also discuss some hybrid methods based
knowledge and deep learning. We compare their disadvantages and
advantages and point out in which ways these studies can be improved
further. Our discussion covers some studies published in leading
conferences such as IJCAI and AAAI in recent years.

Keywords—Retrieval, generative, deep learning, response
generation, knowledge.

I. INTRODUCTION

W ITH the continuously rapid development of computer

science, the way of human-computer interaction has

undergone tremendous changes. From the traditional keyboard

and mouse to the touch screen, voice, and other methods,

the means of human-computer interaction become more and

more convenient for humans [55]. Interaction via language

is one of the necessary skills of human beings, so it is

also the most straightforward way humans communicate

with computers. If humans can communicate with computer

systems through natural language, they can conveniently

access various information that computer systems provide. A

dialogue system not only bridges humans to a computer but

is also one of the most typical natural language processing

applications.

Dialogue systems have a promising prospect, and various

domains demand such systems very much. In the past decade,

dialogue systems have been widely applied in entertainment,

navigation, and communication in different forms, such as:

• Personal assistant systems (e.g., Google Now [9], Siri

[2], and Baidu’s smart assistant secretary). Their dialogue

functions can effectively save users considerable time and

effort when they access various services. For example,

through speech, users can instruct a personal assistant
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system to complete the functions that users need to click

multiple times (e.g., check the weather, search movie,

and book services). And in the elderly care industry, the

accompanying robots with chat functions can chat with

the elderly and help them to access online services easily.

• Voice control systems. By such systems, human users can

use speech to interact with home appliances at home,

realise natural language interaction with cars, and help

users to complete various functions. For example, in the

current smart home [46], a human user can voice-activate

various operations of home appliances, such as users can

ask TV to play movies or news, and operate the basic

functions of electronic devices. Apple’s CarPlay system

[13] is an in-vehicle system based on iOS. The car with

the system can realise voice calls, SMS sending and

receiving, and electronic equipment operation through

natural language interaction function at any time.

• Customer service robots [35]. The examples of them

include Taobao’s Ali Xiaomi and Jingdong’s intelligent

customer service robots. These customer service robots

can help users solve their problems in shopping and

respond to frequently used functional and repetitive

questions through automated responses. Customer service

robots based on human-computer dialogue systems can

effectively reduce the pressure of customer service

personnel. They can significantly improve the efficiency

of the customer service, save the cost of human resources,

and guarantee more effective services in shopping

platforms.

A dialogue system consists of three parts: understanding

what humans say in natural language, managing dialogue, and

generating responses in natural language. The main task of

dialogue management is to detect the state of the dialogue and

take proper dialogue strategies to ensure that a conversation

can be carried out efficiently towards the preset objectives.

A proper dialogue management function can accurately grasp

the progress of the dialogue, and continuously optimise the

quality of communication in the process of multiple rounds of

conversation with the user, thereby improving user satisfaction

and bringing higher profits to the merchant. The natural

language response generation of a dialogue system is also an

essential component of a dialogue system. A good generation

model can response to the user with accurate information by

generating a sentence suitable for the new scene with a small

amount of training corpus [32].

In the early days of developing dialogue systems, the

response generation was relatively simple. In recent years,
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Fig. 1 The Classification of response generation methods

the success of Go Man-Machine Warfare has attracted the

attention of industry scholars, and the design of the module of

response generation has taken a big step forward. The response

generation methods are sorted into three categories: retrieval

formula, generative formula, and the method of combining

retrieval and generation, as summarised in Fig. 1.

In this paper, we focus on surveying the methods of response

generation of dialogue systems. In existing survey papers

on dialogue systems, the researchers just try to cover all

aspects of dialogue systems and thus brief some methods of

response. Chen et al. [7] survey dialogue systems from the

task-based and non-task-based viewpoint, but However, they

just brief several response generation methods based on deep

learning methods. Chen et al. [6] survey the open-domain

dialogue system as the research object, it mainly conducts a

comprehensive analysis and summary of the implementation

methods of deep learning for a dialogue system. However, the

research contents involved were published before 2019, and

the latest research results have not been involved. Instead, in

this paper, we focus us on the updated methods of response

generation in task-based dialogue system and open-domain

dialogue system. More specifically, we survey the studies

on this topic which were published in the past three years,

especially those in the top journal and the top conference. In

particular, we compare the characteristics of different response

generations and standard model implementation methods, and

we also point out future research directions.

The rest of this paper organised as follows. Section II

discusses threes kinds of rule-based method for response

generation. Sections III focuses on threes kinds of

knowledge-based methods. Section IV examines some deep

learning based methods. Section V briefs some hybrid methods

based on knowledge and deep learning. Finally, Section VI

concludes this paper with future work.

II. RULE BASED METHODS

This section will discuss three kinds of response generation

methods based on rules.

A. Basic Principle

Generally speaking, such a method is to set some dialogue

scenes manually and then write a corresponding dialogue

template for each scene. The domain model and these dialogue

templates can guide users to complete specific tasks, so it has

a high success rate.

In a dialogue system ALICE (Artificial Linguistic Internet

Computer Entity) [56], a designer, use AIML language to

describe the dialogue templates. The AIML language store

data in the XML language. AIML defines the data format and

corresponding operations of the object, and also allows the

user to extend the system of ALICE functionality according

to the designer’s definition of new tags, which is very scalable.

Also, if using a template matching algorithm to find the answer

to a question, we need to design the possible ground problems

artificially, and their responses. The design difficulties of the

specific domain and the open-domain are different.

In a question and answer (Q&A) systems, answers for

FAQ (Frequently Asked Question) [51] need to be manually

acquired in a specific field and stored as pairs of questions and

answers in a relational database. In such a dialogue system,

as long as a user’s question can match the question template

existing in the system, the stored corresponding response

is directly displayed to the user. In the communication of

dialogue, this form requires the system to add some specific

parameters according to the particular conversation. The

advantage is that the answer is accurate in a specific field. The

disadvantage is that it requires too much manual labelling and

template writing, which leads to the problems of portability

and expandability, poor performance, lack of flexibility.

B. Finite State Machine Based Methods

The method based on Finite State Machine (FSM) is the

earliest widely used response generation method. It is a

method of rule-based response generation. It is suitable for

some dialogue systems with simple and precise requirements.

The FSM model has a wide range of application scenarios for

machine tool control modules in the engineering field [20]. A

finite number of states can present all possible conversation

processes, and a dialogue process regards it as the state

transition process of the automaton. The system needs to

define all possible conversation states in advance and formulate

a corresponding state transition mechanism, which is a finite

conversation state network. According to the recognition of

the user’s voice intention, Shen and Inkpen [43] use a finite

state machine to process the conversion of the corresponding

sub-module, so that the system and its users can maintain an

orderly session. In the process of dialogue, each interactive

node is predefined, each state corresponds to a prompt message
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of the system, and it expects to obtain feedback from its

users. According to the information input of the user, the

system jumps to a new one. However, such FSM methods

are only applicable to a simple system and are not suitable for

a complex interactive system.

The designer of an FSM model is required to list all possible

dialogue states and possible responses to its users at the time

of design (i.e., the conditions for the transfer of all states must

be known). In general, a finite state machine model can use a

quintuple:

< M = Q, q0,
∑

, δ, F >

where Q is a finite state set; q0 ∈ Q represents the initial

state;
∑

is a finite event input set; δ : Q×∑ → Q is a state

transfer function (in particular δ(q, a) = q′ means that if the

input event is a at state q , the machine will enter state q′); and

F is the termination state set and F ⊆ Q. So we can see that an

FSM model has a clear structure (so it is easily implemented)

and can well control the flow of a user’s interaction with the

system. Thus, a lot of theoretical studied has used it. For

example, in the framework of the human-machine interface

task manager, Lee et al. [21] use an FSM to manage effectively

the generation services provided by each robot; Abe et al. [1]

propose a new method of response generation for intelligent

retrieval systems, constructing two independent finite state

machines to simulate users and systems.

Some researchers use FSMs for generating a reasonable

response in their dialogue systems. For example, Raux and

Eskenazi [37] introduce a kind of FSN model and choose

a dialogue strategy by setting the cost matrix of the action

and minimising the expected cost of the action. In the

online shopping scenario, if the status of the dialogue is

Recommended, the action with respect to Recommended is

triggered, and the system retrieves the product from the

product database. If the state is Compare, the system compares

the product in the product database with the target product.

The system will give corresponding responses according to

different trigger actions [63].

FSM based models can perform excellently in different

fields. For a task-based dialogue system, it is a vertical

service structure. Designers can predict all possible situations

according to specific tasks. However, when the task area to

which it belongs changes, the response generation part may

need to redesign. In the case of an open domain dialogue

system, the domain of the problem design by the user is

complicated. Actually, it is a big challenge to ensure that in

the state diagram, there are no errors; and it consumes many

workforces to implement it. It is also tricky for a response

generation method based on FSM to deal with unforeseen

circumstances. If the user’s response is entirely beyond the

scope of the response generation module, the dialogue will

not be able to proceed normally. It is not applicable in

open-domain dialogue systems.

C. Framework Based Method

Frame-based response generation is a kind of sheet-like

tasks, also known as channel filling (Slot-Filling) method or

a sheet. It is one new response generation method often used.

It completes the information set that needs to be determined

on the table through communication with a human user until

the unknown information on the table is available. Most of

the first information query is the method of filling in the

form. The process of filling the form of a topic task can be

represented by the form of a table. The dialogue is a form

filling process according to the established dialogue rules (i.e.,
elicit the information through constant interaction with a user).

The padding of the form determines the corresponding entry

in the table, and the dialogue policy for the next session.

The human-computer interaction level of the dialogue system

realised by the method of filling out the form is not high. In

this way, the dialogue is relatively mechanical, unnatural, but

the implementation complexity is low.

Goddeau et al. [11] propose a dialogue planning algorithm

based on the concept of a spreadsheet, using the form

filling method to establish a car dialogue advertising system.

The designed spreadsheet contains the parameters of the

car manufacturer, model, price, mileage, and colour. These

parameters include the required necessary fields, and different

values will be a corresponding groove prompts to guide the

user to give the relevant valid response. Wu et al. [58]

propose a goal-driven dialogue system probability framework.

By defining a new random dynamic to describe the dialogue

state objectives at different stages of a dialogue process, the

system can be more effective in achieving the user’s goals.

Oh et al. [34] use an incremental learning method based on

the training corpus to build a response generation model. Its

internal data structures in the conversation model base on

a semantic representation framework. The results of speech

understanding are groove set values. The content-type slot

values contained in the program has starting time and actors.

They use incremental learning methods based on training

corpora to construct dialogue strategies to form a reasonable

response generation semantic framework.

Compared with FSM based methods, the framework-based

response generation methods do not need to consider the

dialogue order. A conversation can ignore the information

irrelevant to the content. For some critical information, the

information can be confirmed with a user to ensure accurate

identification. When the user gives the information in advance

for specific questions, the system must be able to discover

and obtain the information. Therefore, the framework-based

response generation can widely be applied in business dialogue

systems. However, it may lead to a very mechanical dialogue

process, and the interaction between the user and the system

may not be very natural. When dealing with multi-theme

dialogue tasks, such a method is not ideal.

After we understand the advantages and disadvantages of

the two kinds of methods, we may think of integrating

the two to design a hybrid method. One possible way

for integrating the two is to use an FSM based model to

control the entire conversion process, then define several

states that need to interact with the user, and implement the

conditions of the system state transition by using the slot

result. On the line of this idea, Hurtado et al. [14] use a

stochastic FSM to model dialogue response generation by

uncompressing all the information provided by the user into
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a state throughout the previous history of the conversation.

Their method uses a training corpus to build up the response

generation model automatically. In order to better build up the

response generation model, they define some specific aspects

of tasks, for example, the semantics of a task and a set of

dialogue actions between the system and users. In general,

the research of early dialogue systems tends to integrate FSM

based methods and framework based methods.

Improving the accuracy of the speech recognition and

speech understanding modules of a dialogue system can

help the response generation model based on the framework

to make better decisions. Shi and Huang [45] propose a

deep sequential model for discourse analysis in multi-party

dialogues. This model sequentially scans Basic Language

Units (BLUs) in the dialogue. For each BLU, the model

determines that the current BLU should link to which BLU and

what is the corresponding relationship type, and then use the

predicted link and relationship type to construct the discourse

structure through the structured encoder gradually. In the use

of predicted links and relationship classification, the model

uses not only the local information of the relevant BLU but

also the global information that encodes the BLU sequence

and the established utterance structure in the current step.

As future work, this method can be enhanced and applied

to other Natural Language Process (NLP) tasks that improve

multi-party conversations, such as intelligent customer service,

chat robots, and other applications.

D. Instance-Based Methods

An instance-based method for response generation is simple

but useful for many dialogue systems. Mainly, it bases the idea

of pattern matching. It matches the problem in the database

according to the user’s input and then gives the corresponding

response strategy. The response generation method based on

pattern matching does not have a context so that it can be

applied in open-domain dialogue systems. Furthermore, its

requirements are simple so that it is easy to implement. For a

task-based dialogue system, in the case that the requirement

for the quality of a dialogue is not very high, it is fine to use

this method.

Researchers have proposed several instance-based methods

for response generation. Lee et al. [22] propose an

instance-based response generation method mainly for

specific areas with excellent domain transplant characteristics.

According to the user input language, they offer different

methods for semantic understanding, keyword characteristics,

and the domain classification. Lee et al. [23] propose a

multi-domain response generation approach. It can manage

task-based dialogue and entertainment chat in areas such as car

navigation, weather information, and TV program guidance.

They use real and simulated users to evaluate their dialogue

system. Kim et al. [17] propose an instance-based response

generation model. In the system, the dialogue state hypothesis

and the confirmation strategy determine whether or not use the

confirmation mechanism. If the user’s input appears frequently,

the scope of the confirmed belief needs to narrow down. The

confirmation mechanism provides a solution for the natural

and efficient progression of the conversation. Noh et al. [33]

propose a hybrid of the response generation method, using

a statistical sorting algorithm based on instances of dialogue

response. By analysing a causal relationship between the

behaviour of a user’s voice and intention, the dialogue system

can predict the intent that the user may want to express.

The statistical sorting algorithm uses three features to realise

statistics: the similarity of ranking statements, the order of

causality between language behaviours, and the state of filling

of entities.

In an open-domain, users may raise a wide range of

questions. If an open-domain system use pattern matching for

response generation, it may need a large number of question

and answer templates, which elicitation can consume a lot of

workforces and resources. However, some answers may still

be unnatural, so users are likely reluctant to participate in the

conversation. As a result, this response generation method has

significant limitations. It cannot adapt to changing sentences

and has a poor ability to analyse complex sentence structures.

Thus, it is just suitable for some dialogue systems where the

accuracy of responses is not critical. Compared with statistical

methods, the instance-based method does not consider the

strategy of using system optimisation. It relies mainly on

heuristic similarity metrics in the corpus to find a correct

instance.

III. KNOWLEDGE BASED METHOD

In this section, we are going to discuss the knowledge based

methods for response generation.

A. Full-Text Indexing

In the current field of Q&A systems, researchers widely use

full-text indexing technology for response generation [59]. The

technology uses knowledge base retrieval, so it is somewhat

similar to the design of a search engine. A search engine gets

keyword input in the search box, and then its interface returns

the pages that, it thinks, are most relevant to the keyword(s).

The response generation method based on the knowledge

base retrieval technology needs a knowledge base prepared

in advance. The knowledge base should contain precious

dialogue materials, and the questions users asked previously.

The system should be able to analyse the questions raised by

the users by using the technology of NLP keyword extraction,

inverted index, document sorting, and other methods for fuzzy

matching with the knowledge base to find the appropriate

response content. The advantage of this method is that the

quality of the answer is very high, and the expression is

natural. Its disadvantage is that it is hard to find rich data

and proper knowledge. Also, because of the large amount of

data, it is not very easy to manage a dialogue continuously.

B. Ontology

The ontology-based knowledge base is also widely used for

response generation. Ontology conceptualises all real-world

entity relationships, concepts, and attributes, and represents

the relationship between entities in the form of structured data
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plus relevant domain axioms. So such a system can perform

intelligent reasoning. In a dialogue system, if we integrate the

concept of ontology system with the artificially established

rule system, it can provide the source of knowledge and

inference for responses to the questions asked by users.

In most cases, there are semantically similar query

keywords, and different methods used in grammar. For

example, regarding the standard terminology in the service

industry, buy and purchase (synonym) have the same meaning.

Words, which express different meanings, such as order,

rely solely on the relationship between keywords. Ignoring

its semantics, sometimes, results in that the dialogue is

unsatisfactory. To provide users with abundant and caring

services, Broens et al. [5] use ontology-based retrieval to

classify users’ services according to their attributes, instead

of using simple keyword retrieval methods, and based on

ontology to specify context entities. The relationships allow

these entities to be shared and provide better service.

C. Vast Knowledge Base Method

Asakiewicz et al. [3] develop a system (called DeepQA),

which can answer different types of customers, such as

potential applicants, newly admitted students, faculty, students,

and business professionals. The DeepQA system is different

from the transaction systems of the programming era as well as

Web-based query systems. It processes unstructured data in the

form of a vast knowledge base. The source of the knowledge

base can be specially developed text, publications, or websites.

Resources that support natural language queries can become

smarter over time. DeepQA is a knowledge based Q&A

system that uses rule-based in-depth grammar analysis and

statistical classification methods to determine whether or not

to decompose a problem and how to solve it to get responses

quickly for each branch after decomposition. A complete set of

alternative response generation processes can give a definitive

response to a user based on a sub-question through search

and quantitative evaluation. The process, policy, or course

questions provide an accurate response, and over time, the

system grows in coverage and usability.

This kind of structure obviously cannot effectively keep

up with the growth of the source knowledge, and cannot

effectively interact with users, and cannot provide decisions

for users with the support of a large amount of unstructured

content, either. Moreover, its dialogue fluency is weak and

very likely; its response does not correspond to the problem.

However, the advantage of this method is that it is easy

to expand its knowledge base, and its response has no

grammatical errors.

D. Other MMethods

Wen et al. [57] and Bordes, Boureau, and Weston [4]

view the problem of response generation as a mapping from

dialogue history to a response. However, due to the lack of

extensive and high-quality data of dialogue history, it does

not scale well.

Inspired by key-value storage networks, Eric and Manning

[10] establish an attention-based key-value retrieval

Fig. 2 Response generation based on Deep Learning

mechanism based on each entry in the knowledge base,

which enhanced the existing cyclic network architecture.

The soft posterior distribution and symbol query

replacement caused by Dhingra et al. [8] in the knowledge

base indicate the entities that the user is interested in,

combining the soft retrieval process with reinforcement

learning methods.

Serban et al. [39] integrate natural language generation

models and retrieval models, including template-based

models, bag-of-words models, sequence-to-sequence neural

networks, and hidden variable neural network models. It uses

reinforcement learning to crowdsourced data and interacts with

users. It is better to select the appropriate response from its

collection of models.

IV. DEEP LEARNING BASED METHOD

This section will discuss the deep learning based method

for the response generation of dialogue systems.

A. Overview

With the success of deep learning research, the model

design of the dialogue system has a new research direction.

Notably, the research of end-to-end dialogue model in the

generative form in deep learning. Conventional deep learning

techniques include neural network models (NN), self-encoders,

convolutional neural networks (CNN), recurrent neural

networks (RNN), sequence-to-sequence (seq2seq), attention

mechanisms, memory networks, reinforcement learning (RL),

and generational adversarial networks (GAN). Table I

summarises the research on the generation module of the

dialogue system based on deep learning.

The response generation methods are sorted into three

categories: retrieval formula, generative formula, and the

method of combining retrieval and generation. Table II

compares the threes kinds of response generation methods in

several aspects. The schematic diagram of the dialogue frame

based on these three methods shows in Fig. 2.

The focus of the current research of deep learning based

methods for response generation is on how to use data-driven

and related algorithms to generate natural conversations

efficiently.
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TABLE I
CLASSIFICATION OF RESPONSE GENERATION FRAMEWORK BASED ON

DEEP LEARNING

Method Classification Features The role of
models

Commonly
used
models

R
et

ri
ev

ab
le

Representation-centric
framework

Capturing
feature
information
in the
semantic
space

Build
query-response
text
semantic
representation
model

CNN,
RNN,
attention
mechanism,
self-encoder

Fusion-centric
framework

Capture
semantic
fusion
information
between
query and
response

Modeling
the
query-response
semantic
fusion
process

DNN,
CNN,
RNN,
attention
mechanism,
GRU

representation
+ fusion
framework

The
combination
of
query-response
feature and
semantic
fusion

Construction
and
combination
of
sub-models

CNN Less
research

Reordering-centric
framework

Sort
candidate
responses
to queries

Model
text in
interactions

RNN,
CNN,
deep
reordering

G
en

er
at

iv
e

seq2seq model
framework

Generate
a response
for a given
query

Learn the
corresponding
mode
between
user
input and
response

seq2seq,
attention
mechanism,
intention
network,
multi-channel
coding

Neural
Language
Model
Framework

Given a
word to
predict the
next word

Each
generated
result
refers to
a different
input

RNN,
attention
mechanism

RL framework Interact
with the
environment
and
guide and
improve
the
dialogue
system

Integrate
reward
strategies
and
establish
long-term
impact
mechanisms

RL, GAN

Hierarchical
seq2seq model
framework

Extract
valuable
information
with
historical
dialogue
text

Extract
valuable
information
with
historical
dialogue
text

Hierarchical
seq2seq,
memory
network

B. Retrieval Method

A retrieval based response generation method does not

create a new response, but instead stores the response data

in advance, and then finds a reasonable response from the

database according to specific rules or relying on certain

knowledge.

Such a method can be implemented with a deep learning

model. It consists of a query-response matching model, a

semantic representation model, and a semantic fusion model.

The semantic representation model is to obtain the semantic

vector of query and response, and the semantic fusion model

TABLE II
COMPARISON OF THREE DIALOGUE METHODS

Method Method to
realise

Features Advantages Disadvantages

Search Matching
model based
on deep
learning

Simple
idea and
modular
design

Simple
idea and
modular
design

Influence
between
dialogue
modules,
single
response

Generative deep
learning, the
combination
of various
models

End-to-end
model
design

With
enough
corpus
training,
generate
multiple
responses
without
searching

Obtaining
corpus,
training is
difficult, and
the quality
of response is
uncontrollable

Search
and
generation

Retrieve
model
candidate
answers as
the basis for
generating
model
training

There are
different
ways to
optimise
an input

High-quality
responses,
few
grammatical
errors, and
diverse
responses

Retrieval
model and
generative
model fusion
method

is to model the process of query and response semantic vector

fusion. A deep learning method can be used to enhance

the ability of semantic representation and semantic fusion

calculation.

Some studies of this kind are as follows. Shen et al. [44]

use the query and candidate response word vectors as input to

a Convolutional Neural Network (CNN). Through convolution

and pooling operations, it can obtain a fixed-length semantic

representation vector. Finally, the cosine similarity function

is used to find a response which is the most similar to that

of the query. Wan et al. [52] use Bi-LSTM to calculate

the sentence representation vector and uses the Bi-LSTM

hidden vector sequence to represent the semantics of the

sentence from different angles. In the process of semantic

fusion, it match semantic representations in different contexts,

so that it can calculate the matching score from multiple

angles. Yin et al. [66] use CNN to express question and

response pairs semantically and uses the attention mechanism

to obtain the representation of another sentence based on one

sentence representation, thereby expanding the representation

information of the sentence. Moreover, Lu and Li [29] use

a deep neural network to implement a deep matching model

focusing on fusion. It uses a corpus to train topic models at

different levels, detects the topics expressed by the text to

be matched, and finally, according to these topics find proper

responses to given queries. The connection between them,

construct a semantic fusion matrix, and finally, use the deep

neural network to calculate the matching score to get the best

matching response. Zhang et al. [68] use deep learning models

to achieve semantic representation and semantic fusion.

Both use a self-attention mechanism and a Gate Collection

Unit (GRU). They are using word-based and sentence-based

granularity to obtain the semantic representation of utterance

and two matching matrices. Pooling and convolution methods

can obtain matching feature vectors for utterances and queries,
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TABLE III
COMBINING HISTORICAL DIALOGUE INFORMATION AND QUERY

METHODS

Combination
method

Manifestations Advantages Disadvantages

Direct
stitching

Word
sequence

Simple to
implement

Ignore the
correlation
between the
two and introduce
noise

Consolidation
related
information

Utterance
sequence

Reduce the
impact of queries
on responses

Not suitable for
large amounts of
information

Expand
queries
based on
historical
conversation

Extended
query

Expand
limited query
combinations
to improve
performance

High complexity
and wide range of
exhaustion

Conversation
history and
query

Semantic
representation

Consider the
contextual
relevance to
reduce the
impact of noise

High complexity
and difficult
combination

and input into GRUs in sequence can calculate candidate

matching response scores.

Zhou et al. [71] only use the attention mechanism to

implement the retrieval and matching model of the dialogue

system. In the process of semantic representation, the

self-attention mechanism is used to obtain the query-response

representation matrix. Semantic fusion obtains two matching

matrices by constructing self-attention matching and

cross-attention matching to capture the matching features

of context and query. Finally, the combination of matching

matrices which are pooled to obtain a suitable matching

score.

Kim et al. [18] propose a model that contains multiple

layers of RNN+Attention structure to implement the matching

module of the dialogue system. Due to the spliced connection

method, the dimension of the vector increase, but the gradient

disappears. It also uses an autoencoder algorithm to reduce the

input dimension of each layer of the network. Therefore, it is

not only able to eliminate the disappearance of the gradient

but also normalise and reduce the complexity of the model.

Song et al. [49] propose a reordering model for response

generation. It first retrieves a series of response candidates for

a query. Then it reorders the response candidates based on the

user and system interaction information. The final response is

related to the query and context. In the system, a deep learning

model such as CNN and Recurrent Neural Network (RNN)

is used to model sentences. They use deep learning only to

screen out response candidates related to the query, and there

is not much work on the impact of the conversation context

on responses.

Deep learning semantic representation models in retrieval

dialogues use recurrent neural networks, convolutional neural

networks, and attention mechanisms. Unlike a single round of

dialogue, multiple rounds of retrieval dialogues need to model

the combination of actual dialogue utterances and queries.

Table III summarises several combination methods.

Dialogue systems based on retrieval methods generate

responses by using the words that appear in the real dialogue,

so the quality of the response sentences is high, and their

grammatical errors are few. A large-scale corpus is a key to

the success of a retrieval dialogue model. Even if the retrieval

storage system is extensive, but the query text does not give an

appropriate response, the dialogue system cannot generate a

new response. The model based on semantic representation is

relatively independent of the process of response generation.

Although some features may be lost, the effect of matching

simple problems is good. The fusion-based dialogue model

extracts valuable information in the context and the query

response. For complex problems, the final matching effect is

good, but the algorithm is complicated, and the calculation

amount is significant.

Regarding the use of deep learning for the response

generation of a dialogue system, the key to success is to

build up a suitable matching model. RNN can be used

to calculate the matching degree according to the context

utterance order. CNN can directly extract features according

to the matching matrix. Recent research shows that the model

that introduces the self-attention mechanism has an excellent

matching performance for retrieval dialogue systems [60].

Regarding the selection of retrieval methods, the step-by-step

training that combines the advantages of different models can

improve the performance of such a dialogue system, whether

it is in the efficiency of search matching or the quality of

matching in answering user questions.

C. Generative Method

In a generative method based on the framework of deep

learning, through the training of query-response corpus, in the

prediction stage, a response can be generated according to the

semantic vector input by the user.

Many researchers now pursue the goal of generating

responses suitable for new scenes with a small amount of

training corpus [16].

1) Sequence-to-Sequence Model: The basic idea of

an end-to-end dialogue system established using a

sequence-to-sequence model is to generate a response

based on a given query sentence.

Ritter et al. [38] propose a probabilistic model for

generating responses. They collect large-scale corpus for

training and build an end-to-end dialogue model based on

a deep neural network to learn the correspondence between

queries and responses. According to the trained dialogue

model in the prediction stage, their method calculates the

semantic vector of the input user and generates a reasonable

response.

Shang et al. [41] build a corpus based on Sina Weibo

data and uses the seq2seq model to realise the essential

functions of a single-round dialogue system. The model uses

two decoders: (1) a global decoder calculates the global

semantic variables, and (2) a local decoder uses is the attention

mechanism to weight the local semantic variables . By training

such a sub-model, the two are combined and optimised, to

maximise the actual recovery probability in training set for

a given query. Shao et al. [42] take part of the generated

sequence as an influencing factor in the attention mechanism.
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That is, the sequence output by the model is divided into

continuous segments of fixed length but not overlapping, and

reconstructed into new training data. When predicting the

model, they use the cluster searches in the segments and use

the normalisation method to reorder the segments to generate

responses. In order to improve the diversity of generated

responses, Wu et al. [61] make improvements at the decoding

stage based on a seq2seq model and propose another seq2seq

model based on a dynamically decoded dictionary. In the

training phase, the model learns the construction of a dynamic

dictionary and the generation of responses. In the prediction

phase, it dynamically provides a small-capacity vocabulary for

the input questions and uses the vocabulary for decoding.

Mei et al. [31] integrate the RNN language model and the

attention mechanism to achieve a single round of response

generation system. The word sequence is input into the

model to calculate the vector value of the hidden layer.

At the decoding stage, each time the hidden vector of the

previous time is used with an attention mechanism to calculate

a weighted context vector. This vector combines with the

hidden vector of the RNN language model calculation output.

By providing different inputs for each generation step as a

reference, they improve the diversity of generated responses.

Li et al. [25] add an intention network based on the basic

seq2seq model, which used to remember the user’s intention

and historical information in the dialogue. Wang et al. [54]

analysis the dialogue corpus. They propose the method of

integrating deep channel and full channel with a seq2seq

model according to the phenomenon that the probability of

the information in the context appearing in the response does

not exceed 50%. The wideband channel introduces an attention

mechanism to predict the keywords related to the input, and

the deep channel training multilayer perceptron selects the

keywords already in the input. The two are integrated with

the input utterance and sent to the decoder that uses the

attention mechanism to generate a response that is strongly

related to the input utterance. Serban et al. [40] propose

a latent variable-based hierarchical encoder-decoder model,

which introduces a random variable in the context-based RNN.

The latent variable class could be sentiment or other topics,

which can be used to classify the responses. In the decoder,

sample the latent variable first, and then generate the response.

Due to the uncertainty of the latent variable, it can guarantee

the rich and diverse content of the response.

Li et al. [28] propose a hierarchical annotation scheme and

an end-to-end neural response generation model, using intent

and semantic slots as intermediate sentence representations.

They also design a filter based on whether or not these

intermediate representations are suitable for the design

task and dialogue constraints. An appropriate response is

chosen, which can guide the user to complete the task

while maintaining user participation. Wang et al. [53]

propose a novel knowledge-aware response generation model.

The model transfers question representation and knowledge

matching capabilities from the knowledge base of question

answering tasks to promote discourse power understanding

and factual knowledge selection. Besides, they propose

a response-oriented attention mechanism to enhance the

encoder’s understanding of the input and improve the

knowledge selection through multi-step decoding to generate

a more appropriate and meaningful response.

Compared with the non-hierarchical framework model,

the hierarchical framework model can directly model the

relationship at the dialogue level, enhances the dependency

between query and response, and generates more diverse

and meaningful responses. In future work, it is worth

solving the problem of generating inconsistent responses to

remote conversation history by developing methods that can

effectively track longer dialogue history.

2) Reinforcement Learning: Researchers mainly use

Reinforcement Learning (RL) [69] to solve sequence

decision-making problems. It assumes that a series of the

corresponding action outputs for a series of environmental

changes, and then there will be a reward after the execution

of these actions. The characteristic of RL is to learn the best

strategy according to the environmental status, actions, and

rewards. It does not see the benefits brought by the current

action, but see the value that this action can bring in the future

in order to obtain the maximum accumulation. To maximise

reward is the goal to learn strategies. RL finds the best strategy

through continuous trial and error, feedback, and learning.

Some researchers have used RL for the response generation

of dialogue systems. Ilievski et al. [15] successfully apply

transfer learning and deep RL to task-based chat robots. Due

to the similarity between the source and target fields, in the

environment of limited data, transfer learning compensates

for the missing data. In the future, it is worth studying

continuously how to use transfer learning in a dialogue

system. Li et al. [24] propose a RL based model for response

generation. They use the seq2seq model to learn the semantic

relationships in the dialogue, and use RL to optimise the

long-term dialogue mechanism. Song et al. [47] propose a RL

based method for the generation of consistent responses for

the dialogue system to human users. In particular, they use

the natural language inference technology to find a reward

signal for response generation. Koo et al. [19] integrate RL

with attention-based layered recursive codecs and propose a

personalised response generation system. First, it integrates

user-specific information into the decoder to capture the user’s

background and speaking style information. Then it uses

RL to maximise the return of future conversations so that

the system can produce a coherent and natural response.

Yang et al. [64] propose to use hierarchical RL for response

generation. It learns abstract states or actions and decides

which high-priority strategy should be selected. In the future,

it is worth studying how to improve the design of different

levels of strategy.

V. HYBRID METHODS BASED ON KNOWLEDGE AND DEEP

LEARNING

For some complicated questions, it is often impossible to

retrieve the matched entries in a pre-set knowledge base. Thus

a generation method is often required to generate responses

to unmatched or meaningless questions. So it is necessary

to integrate knowledge based retrieval methods and learning
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based generative methods in order to have their strengths. This

section will discuss some hybrid methods based knowledge

and deep learning.

Li [26] proposes a hybrid model based on retrieval and

response generation. The retrieval model indexes the question

and response pairs in the corpus, retrieve the most similar

questions by searching questions by the question and takes

the response of similar questions as the response of the current

question. The reordering method based on seq2seq sorts the

response candidates in ascending order. The system takes top

1 as the response of the retrieval model before selecting.

If the confidence score corresponding to the response from

the retrieval model is higher than a pre-set threshold, the

response is taken as the final response and returned to the user;

otherwise, the final response is directly generated through the

generation model based on seq2seq and returned to the user.

He et al. [12] propose an end-to-end Q&A system in

sequence-to-sequence learning, which can answer complex

questions. The Q&A system can dynamically predict the

semantic units (words, phrases, and entities) in the generated

response from the vocabulary, copied from the given question

and jointly retrieved from the corresponding knowledge base,

and finally, in the encoder-decoder generate responses to user

questions within the framework.

Yan et al. [65] propose a retrieval-based dialogue system

that can respond to different dialogue modes through a

data-driven deep neural network framework. They combine

the influence of multiple data inputs to model the context

in multiple continuous dialogue interactions and incorporate

valuable information into the query list through a retrieval

mechanism. They optimise the integration of various functions

and factors into the deep learning framework and argue that

open-domain dialogue systems can adopt a standard dialogue

model in different scenarios.

Qiu et al. [36] integrate the seq2seq model, a retrieval model

and generative method for response generation. It uses the

seq2seq model based on the attention mechanism to reorder

the response candidates from the retrieval model First, the

retrieval model is used to retrieve k candidates of Q&A pairs

from the knowledge base of Q&A, and then use the rerank

model to calculate the matching degree of each candidate

of question and answer pair. If the score of the searched

response candidate is not less than the pre-set threshold, it is

regarded as the final response; otherwise, using the generative

model to generate a new response. The Q&A knowledge base

is constructed by extracting question and answer pairs from

the online live user service log. However, as the number of

real users increases, it is not easy to train suitable generative

modules and construct reasonable retrieval models.

Tanaka et al. [50] propose a memory-enhanced hierarchical

recursive encoder/decoder (MHRED), which is based on

multi-round conversational context and external knowledge

and is used to generate more diverse and meaningful

responses. This model integrates the generated module, the

search-based module and the reordering module. First, the

response of the dialogue system is generated by MHRED and

retrieved from a predefined database focused on fact retrieval.

Then use the reordering module to sort these candidates

according to the manually set rules, and finally select the

highest score as the response. Therefore, the system can return

diverse and meaningful responses from various angles. In the

fire, it is worth introducing end-to-end learning for multiple

systems at the same time, significantly improving the response

generated by the dialogue system based on the combination

of multiple modules.

Madotto et al. [30] propose a neural system model

that enhances memory function. This model contains

the conversation history and commonly used conversation

knowledge stored in external storage components to minimize

the lack of common sense and no logical response generated

by the dialogue system.

Song et al. [48] use the results of the retrieval model as

the input to the encoder in the seq2seq model. The results

generated by the model are placed in the original candidate

set and reordered. After such a process, the response given by

the model is optimised.

Serban et al. [39] integrate natural language generation

models and retrieval models, including template-based models,

bag-of-words models, sequence-to-sequence neural networks,

and hidden variable neural network models. They apply RL to

crowdsourcing data and interacting with users to choose the

appropriate response from its aggregated model.

Wang et al. [53] propose a multi-step decoding method,

which can capture the knowledge connection between a

question and the generated response to the question. In the

first step, the response generated by the decoder and the

draft response matches the relevant facts in the knowledge

base. It makes the final response generated by the decoder in

the second step more reasonable than the response generated

in the first step. Also, they propose a response-oriented

attention mechanism to enhance the encoder’s understanding

of user input problems and improve knowledge selection

through multi-step decoding to generate a more appropriate

and meaningful response.

Zhang et al. [67] propose a knowledge-aware attentive

wasserstein adversarial response generation model. The model

can can model external knowledge effectively and dialogue

context-specific significant variances specific to dialogue

interaction in a unified adversarial encoder/decoder learning

framework. The universal attention module used to calculate

the attention matrix and fuse the conversation context and

response to train a better autoencoder. Besides, they proposed

a novel knowledge-aware condition Wasserstein autoencoder

to adjust the response based on the words in the conversation

context and the external knowledge related to the conversation

history, which can model explicit conversation semantics

and implicit in a unified network architecture. Common

sense. In plans, it is necessary to integrate more abundant

knowledge into the dialogue system framework to generate

more basic responses and apply the proposed model to various

goal-oriented dialogue systems.

Xu et al. [62] propose an active dialogue generation model

based on the knowledge graph, which generates an effective

response in a limited knowledge graph. The model has

three components: an improved model agnostic meta-learning

algorithm (MAML), knowledge selection in knowledge ternary
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embedding, and a knowledge-aware active response generator.

MAML learns general features even when there are few entity

relationships contained in the knowledge graph, and quickly

perceives new knowledge to complete the dialogue generation

task. The embedding and selection of knowledge triples are

expressed as sentence embedding to better capture semantic

information. The model’s active learning ability can be applied

to a learning system with knowledge reasoning to generate

more meaningful responses.

Zhao et al. [70] in order to overcome the difficulty of

lack of dialogue corpus, the decoder used for dialogue

generation are decomposed into independent components,

reducing the dependence on training data. The way to achieve

this is to learn the central part of the model from a large

number of unfounded dialogues and unstructured documents,

and use the limited training examples to fit the remaining

small parameters well. By separating the parameters that

depend on the knowledge-based dialogue from the entire

generative model, they can overcome the difficulties caused

by insufficient training data. In the future, considering the

lack of data, integrating more external knowledge will help

the dialogue system to generate better responses.

Li et al. [27] realised an intelligent question answering

system based on NBA basketball knowledge graph. The

system automatically extracts the entities contained in the

questions raised by the user and maps the extracted entities and

the questions of the user to the corresponding entity attributes

in the basketball knowledge graph and combines the retrieval

mechanism to return the results to the user. Regarding the

extraction of entities and the connection between multiple

entities, it occupies a crucial position in the interaction

of the dialogue system. How to accurately find out the

relationship between multiple entities and combine detailed

knowledge in multi-level relationship query It is a direction

for future research on dialogue systems. The application of

the knowledge base in the dialogue generation module can

help the dialogue system generate a more reasonable and

natural response. How to design the scope involved in the

knowledge base, and how to integrate the knowledge related

to retrieval and user input into the combination of various

dialogue generation models, needs further research.

VI. CONCLUSION

As a service model of next-generation human-computer

interaction, the dialogue system has received extensive

attention from the academic industry and industry. The

development of deep learning technology and the arrival of

the era of big data have also brought new opportunities and

challenges to data-driven dialogue systems. In this paper, we

survey various response generation methods, from the oldest

ones to the mainstream ones at the moment. In particular, we

discuss various response generation methods based on deep

learning, focusing on their problems and possible solutions to

the problems.

In this survey, we attempt to establish a more complete

the blueprint for building the response generation module

of dialogue systems. Generally speaking, the effect of

the dialogue model can be improved by improving the

encoder, improving the decoder, and introducing the attention

mechanism. Based on the reinforcement learning framework,

the seq2seq model can work as a feedback mechanism to

guide and improve the response gratin through rewards. Deep

learning models are more and more widely in response

generation, but the quality of the generated responses cannot

be guaranteed, and even grammatical errors may occur. In

the case of a limited data set, it will create unlimited single

responses, such as good, I don’t know and the lack of semantic

information. These problems reduce users’ satisfaction with

dialogue systems. Combining external knowledge with the

corpus of dialogue training is a way to make up for the

gap in background knowledge between the dialogue system

and the user. When introducing external knowledge into

the dialogue system, the retrieval method will get a better

matching performance, and the generative method will provide

rich information.
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