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 
Abstract—Aerial and ground robots have various advantages of 

usage in different missions. Aerial robots can move quickly and get a 
different sight of view of the area, but those vehicles cannot carry 
heavy payloads. On the other hand, unmanned ground vehicles 
(UGVs) are slow moving vehicles, since those can carry heavier 
payloads than unmanned aerial vehicles (UAVs). In this context, we 
investigate the performances of various Similarity Metrics to provide 
a common map for Heterogeneous Robot Team (HRT) in complex 
environments. Within the usage of Lidar Odometry and Octree 
Mapping technique, the local 3D maps of the environment are 
gathered.  In order to obtain a common map for HRT, informative 
theoretic similarity metrics are exploited. All types of these similarity 
metrics gave adequate as allowable simulation time and accurate 
results that can be used in different types of applications. For the 
heterogeneous multi robot team, those methods can be used to match 
different types of maps. 
 

Keywords—Common maps, heterogeneous robot team, map 
matching, informative theoretic similarity metrics. 

I. INTRODUCTION 

OBILE robot navigation comprises distinctive 
technologies and applications. In the last few years, 

there has been an increased use of robotics for navigation. 
UAVs, UGVs, and unmanned marine vehicles are being used 
in several applications such as searching, rescuing, 
exploration, surveillance and reconnaissance. Accomplishing 
these missions in more efficient ways in the manner of time, 
energy and accuracy is hard to do with only one robot. Hence, 
the use of multi robot teams to get ahead those criteria are 
common. However, this employment for those missions may 
contain simultaneous actions such as providing coordination 
and interaction between robots. Moreover, this type of 
applications breaks new ground challenging problems such as 
combining bird-eye view images, point clouds, scenes, and 
etc. with different view ones.  

In this work, we are seeking to merge views, collected from 
VLP-16 Lidar mounted vehicles, by exploiting different types 
of similarity metrics. 

The HRT applications that are popular recently can be 
grouped by different point of views. For the navigation 
problem, [1] has a cooperative solution; however, it is only 
ground robots with various sensors providing alternative 
capabilities. Also in [2], a parent robot has its ability to 
operate child robots near its neighborhood and collect data 
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from those in order to gather images of the environment. 
Further, parent robot knows the relative positions of the child 
robots and all the robots are ground vehicles. In addition to 
those,  the GPS and IMU information is known and it is quite 
easy to achieve a detailed map in [3]; however, the purpose is 
cooperative localization of robots. 

In literature, when it comes to provide heterogeneity on 
robots by defining their ability to move on the ground and in 
the air, there are also many examples. In one of them [4], it is 
not desired to merge different types of maps, since common 
communication interfaces, detection, tracking and etc. is 
investigated. Moreover, map merging is executed by checking 
common landmarks inside the environment in [5] where, both 
agents equipped with laser sensor and camera in order to 
explore their surroundings. In [6], map merging is handled 
with looking for occupancy state of the grids.  

Similar to our study, in [7] HRT with UAV and UGV have 
single downward-looking camera and Kinect sensor, 
respectively. In [8], Visual Odometry (VO) and Monte-Carlo 
Localization is exploited to obtain local maps of the vehicles. 
Besides, alignment of the ground and aerial maps is provided 
by minimum Zero Mean Sum of Squared Differences 
(ZMSSD) of heights and relative pose. Related to that study, 
Kaslin et al. use various types of difference metrics in order to 
align maps [9]. However, we are seeking to find different 
metrics to align maps by performing similarity metrics of 
Shannon’s Entropies which are defined in [10]. Also, Lidar 
Odometry [11] and Octree Mapping techniques are exploited 
in [12] to realize the environment of the agents. 

This paper is outlined as follows. In Section II, the 
definition of problem in map matching for HRT is explained. 
After that, Section III explains the solution method which 
involves georeferencing, grid mapping and similarity metrics 
used to overcome the problem. Finally, simulations done by 
using the methods in Section III are given in Section IV. 

II. PROBLEM DEFINITION 

Localization and mapping with heterogeneous team requires 
detailed studies more than it seems. Separately obtained 
ground robot and aerial robot maps are needed to be merged in 
order to define relative positions of the vehicles.  

In collaborative mission, UAV gets the aerial base map of 
the area; also ground robot acquires the draft map.  Firstly, 
attained maps for each vehicle are transformed to height map 
in order to match those. After that, using similarity metrics, 
similarities between those to map are computed. Finally, 
finding the best similarity is executed to obtain the most 
accurate map of the environment. Block diagram of those 
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processes can be seen in Fig. 1. 
 

 

Fig. 1 Block diagram of the common map obtaining process 
 

III. SOLUTION METHOD 

In Lidar mounted vehicle applications, points must be 
assigned to the global coordinate frames to get static map of 
the area. Without doing assignment of the points, some laser 
measurements will be attached to the same point and the map 
of the area will seem unrecognizable. First of all, both agents 
need to obtain georeferenced point cloud. Later, georeferenced 
point cloud is transformed to grid map with the heights of the 
sensed objects on the cells. After that, heights of the grids are 
exploited in order to calculate similarities of the areas obtained 
from both agent’s maps.  

A. Georeferencing 

In our study, point clouds are referenced by using Lidar 
Odometry method [11]. This method employs only Lidar point 
cloud data to obtain location information and georeferenced 
map without any GPS or IMU need. 

VLP-16 Lidar has 16 optical scanning unit and those units 
turn 3000rpm speed. Also, channels scan ±15° of its 
environment from the unit’s vertical center point. Optical 
channels are shown by 𝑘, 𝑘 ∊  ℤା, and the map obtained by 
each channel can be shown by 𝑁௞. Let 𝐿 be the coordinate 
system of Lidar. 𝐾ሺ௞,௜ሻ

௅  is defined the coordinates of the point 

in 𝐿௞, 𝑖, 𝑖 ∊  𝑁௞  point cloud. Referenced coordinate system is 
shown by ሼ𝐷ሽ and a point coordinate inside this coordinate 
system is shown by 𝐾ሺ௞,௜ሻ

஽ . Let 𝐺 be the set of points obtained 

during a scan by 𝑘 optical channel. Moreover, the surface 
roughness metric 𝜅 will be; 

 

𝜅 ൌ ଵ

|ீ|.ቛ௄ሺೖ,೔ሻ
ಽ ቛ

 ฮ∑ ሺ𝐾ሺ௞,௜ሻ
௅ െ 𝐾ሺ௞,௝ሻ

௅
௝∊ீ,୨ஷ୧ ฮ               (1) 

 
Measured points are sorted within this metric in order to 

define which ones are edge (maximum values or above the 
threshold), Г୩, which ones are surface (minimum values or 

below the threshold), 𝛥௞. To find the position difference, that 
information is used by exploiting Euclidian distances.  

The distances from different time interval scans 𝑁௞ and 
𝑁௞ାଵ  is; 

 

𝑑Г ൌ
ቚቀ௄ሺೖశభ,೔ሻ

ಽ ି௄ሺೖ,ೕሻ
ಽ ቁൈሺ௄ሺೖశభ,೔ሻ

ಽ ି௄ሺೖ,೗ሻ
ಽ  ሻቚ

௄ሺೖ,ೕሻ
ಽ ି௄ሺೖ,೗ሻ

ಽ                      (2) 

 
where 𝑗 is the nearest point of edge point 𝑖 ∊  Г௞, 𝑙 is the 
sensed point from the neighbor optical channel 𝑗 ∊ 𝑁௞ାଵ, 𝑑Г is 
the distance from edge points to the line which is created 
within ሺ𝑗, 𝑙ሻ, 𝑗, 𝑙 ∊  𝑁௞ points.  

The distance from point to surface will be; 
 

𝑑௱ ൌ
ቮ
ቀ௄ሺೖశభ,೔ሻ

ಽ ି௄ሺೖ,ೕሻ
ಽ ቁ.ቀ௄ሺೖ,ೕሻ

ಽ ି௄ሺೖ,೗ሻ
ಽ ቁ

ൈሺ௄ሺೖ,ೕሻ
ಽ ି௄ሺೖ,೘ሻ

ಽ  ሻ
ቮ

ቚቀ௄ሺೖ,ೕሻ
ಽ ି௄ሺೖ,೗ሻ

ಽ ቁൈሺ௄ሺೖ,ೕሻ
ಽ ି௄ሺೖ,೘ሻ

ಽ  ሻቚ
                      (3) 

 
where 𝑗 is the nearest point of surface point 𝑖 ∊  𝛥௞, 𝑙 is the 
second nearest point which is sensed from the same optical 
channel and  𝑗, 𝑙 ∊ 𝑁௞. 𝑚 is the sensed point from the neighbor 
optical channel, 𝑚 ∊  𝑁௞ାଵ and 𝑑௱ is the distance from 
surface points to the surface which is created within ሺ𝑗, 𝑙, 𝑚ሻ,
𝑗, 𝑙, 𝑚 ∊  𝑁௞ points.  

Let 𝑡ఙ be the duration of 0 → 2𝜋 scan of the 3D Lidar, and 
𝑡 is the moment at investigation of position and localization 

difference 𝑇ఙ
௅ ൌ ൣ𝑡௫, 𝑡௬, 𝑡௭, 𝜃௫, 𝜃௬, 𝜃௭ ൧

்
. The position and 

location difference between ሾ𝑡௜, 𝑡ఙሿ is; 
 

𝑇ఙ,௜
௅ ൌ ௧೔ି௧഑

௧ି௧഑
𝑇ఙ

௅                                (4) 

 
16 optical channeled 3D Lidar measures environment in 𝛿௭ 

time steps. So, the rotation and translation terms can be 
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written as;  
 

𝐾ሺ௞,௝ሻ
௅

௧
ൌ 𝑅. 𝐾ሺ௞,௝ሻ

௅
௧ିఋ೥

൅ 𝑇ఙ,௜
௅                        (5) 

 
where 𝑅 is the rotation matrix. In this case, features of edge 
and surface geometric relationship can be written as functions 
given below; 
 

𝑓Г ቀ𝐾ሺ௞,௝ሻ
௅

௧
, 𝑇ఙ,௜

௅ ቁ ൌ 𝑑Г, 𝑖 ∊  Г௞                       (6) 

𝑓௱ ቀ𝐾ሺ௞,௝ሻ
௅

௧
, 𝑇ఙ,௜

௅ ቁ ൌ 𝑑௱, 𝑖 ∊  𝛥௞ 

 
Finally, by handling nonlinear optimization method, 

minimized function for each feature point is obtained; 
 

min ሺ𝑇ఙ,௜
௅ െ ሺ𝐽்𝐽 ൅ 𝜆𝑑𝑖𝑎𝑔ሺ𝐽்𝐽ሻሻ𝐽்𝑑ሻ                (8) 

 

where 𝑓൫𝑇ఙ,௜
௅ ൯ ൌ 𝑑 is the nonlinear distance,  𝐽 ൌ 𝛿𝑓/𝛿𝑇ఙ,௜

௅  and 
𝜆 is a factor provided by Levenberg-Marquardt method. By 
minimizing, the distance to zero 𝑇ఙ,௜

௅  is found. Also, the 

georeferenced point cloud, 𝐾ሺ௞,௝ሻ
௅

௧
 is obtained.  

B. Grid Mapping 

Occupancy grid mapping technique uses that information to 
define the cells of the 2D map is occupied. This technique 
degrades the whole maps occupation determination to each 
cell and calculate the state of it separately.  

In order to determine the occupancy probability of the cells 
for the whole map globally, probabilities of each cell is 
multiplied [13]  

 

𝑃൫M௫೟,௬೟
, 𝛧଴:௧൯ ൌ ∏ 𝑃൫𝑚௫೟,௬೟

, 𝛧଴:௧൯௫,௬                (8) 
 
It was desired to handle the environment in 3D since the 

Octree Mapping technique is used for continuing with height 
maps. In Octree Mapping technique, environmental volume of 
the extracted map is divided in cubes named as voxel and for 
each cube occupation information is written in this mapping 
technique [12]. In this method, each cube always divided to 
eight subparts in order to obtain smaller volumes. By using 
this approach, the smallest volumes information can be 
reached. So, the octree map method is more sophisticated than 
the fixed size 3D maps. Equation (1) is also exploited by 
adding another dimension 𝑧 to get 3D Octree Map of the 
environment. 
 

𝑃൫M௫೟,௬೟,௭೟, 𝛧଴:௧൯ ൌ ∏ 𝑃൫𝑚௫೟,௬೟,௭೟, 𝛧଴:௧൯௫,௬                (9) 

C. Similarity Metrics  

For handling the matching problem, similarity measures can 
be benefited. Probabilistic uncertainty which is known as 
entropy is the main concept of Shannon’s entropy family. 
Entropy of 𝑀 can be defined as (3); 

 

𝐻ሺ𝑀ሻ ൌ ∑ 𝑀௜
ௗ
௜ୀଵ ln 𝑀௜                      (10) 

 
Similarity measures can be grouped as distinctive families 

[10]. Kullback-Liebler divergence, Jeffreys and K divergence 
are the main definitions which are given below; 

KL divergence; 
 

𝑑௄௅ ൌ ∑ 𝑀ௗ
௛

௜
ௗ
௜ୀଵ ln

ெ೏
೓

೔

ெ್೔
                          (11) 

Jeffreys; 

𝑑௃ ൌ ∑ ሺ𝑀ௗ
௛

௜ െ 𝑀௕
௛

௜ሻ
ௗ
௜ୀଵ ln

ெ೏
೓

೔

ெ್
೓

೔

                 (12) 

 
K divergence; 

𝑑௄ ൌ ∑ 𝑀ௗ
௛

௜
ௗ
௜ୀଵ ln

ଶெ೏
೓

೔

ெ೏
೓

೔
ାெ್

೓
೔

                  (13) 

 

where 𝑀ௗ
௛ሺ𝑋ሻ is the ground vehicles height map and the 

𝑀௕
௛ሺ𝑋 ൅ 𝑝ሻ is the aerial vehicles height map with 𝑝 position 

and orientation. 
After finding the minimum distances by choosing the best 𝑝 

value, the position and orientation difference between aerial 
and ground maps are found. Finally, the global map of the 
environment is obtained within matching maps in 3D 
environment. 

IV. SIMULATION RESULTS 

Simulation is done by using height map methods [9] on the 
complicated scene (Fig. 2) which has different obstacles, 
objects that cannot be seen form bird-eye view and objects 
that cannot be seen from ground sensors. Especially trees, 
structures that have closed top and open four sides and objects 
have different projection and top view. 

 

 

Fig. 2 Simulation scene 
 

 

(a) 

 

(b) 

Fig. 3 Georeferenced point clouds (a) ground vehicle (b) aerial 
vehicle 

Referenced point clouds obtained at the beginning by 
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ground and aerial vehicles are given in Fig. 3. 
Resulted Octree Maps are given in Fig. 4. 
We aimed for finding the best map match for our ground 

vehicles VLP-16 Lidar sensor field of view which is 15° in 𝑧 
direction above the ground. So, we used heights less than 1 
meter from the ground.  Moreover, the whole area was not 
investigated for matching the maps. The environment is 
partitioned to 10𝑚 ൈ 10𝑚 areas in 2D in order to check the 
similarities between base and draft map which are obtained 
respectively by aerial vehicle and ground vehicle as shown  in 
Fig. 5.  

Best similarity scores are achieved by K divergence, while 
KL divergence is very close to that similarity metric. Jeffreys 
similarity score is almost two times of K divergence.  

Within the usage of height values of the cells, maps are 
merged, and the resulting global occupancy map is obtained 

(Fig. 6). 
 

 

(a) 
 

(b) 

Fig. 4 Octree map of the environment (a) ground vehicle, (b) aerial 
vehicle 

 
 

 

(a) 

 

(b) 

Fig. 5 Matched areas of the maps 
 

 

Fig. 6 Resulting common global occupancy map of the simulation 
scene 

V. CONCLUSION 

In our specific study, HRT managed to attain a common 
map with the Shannon’s entropy theoretic similarity metrics. 
Also, localization of the robots and the global occupancy grid 
map is obtained.  

In future work, we aim to continue with the experimental 
studies in order to understand the real world results. Moreover, 

environment can be extra complex for more compelling 
studies. 
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