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Abstract—This paper deals with the design and the 
implementation of an automatic task planner for a robot, irrespective 
of whether it is a stationary robot or a mobile robot.  The aim of the 
task planner nothing but, they are planning systems which are used to 
plan a particular task and do the robotic manipulation.  This planning 
system is embedded into the system software in the computer, which 
is interfaced to the computer.  When the instructions are given using 
the computer, this is transformed into real time application using the 
robot. All the AI based algorithms are written and saved in the 
control software, which acts as the intelligent task planning system.    

Keywords—AI, Robot, Task Planner, RT, Algorithm, Specs, 
Controller. 

I. INTRODUCTION 
NE of the most important problems in robotics is the task-
planning problem. A task is a job or an application or an 

operation that has to be done by the robot, whether it is a 
stationary robot or a mobile robot. The word planning means 
deciding on a course of action before acting. Before a robot 
does a particular task, how the task has to be done or 
performed in its workspace has to be planned. This is what is 
called as Robot Task Planning [2]. The tasks will be usually 
specified by the user and is therefore considered as a problem 
that has to be given to the task planner [1].  

A plan is a representation of a course of action for 
achieving the goal. How the problem has to be solved has to 
be planned properly. Robot task planning is also called as 
problem solving techniques and is one of the important topics 
of Artificial Intelligence. For example, when a problem is 
given to a human being to be solved; first, he or she thinks 
about how to solve the problem, and then devises a strategy or 
a plan how to tackle the problem. Then only he or she starts 
solving the problem. Hence, robot task planning is also called 
as robot problem solving techniques.  Many of the sub-topics 
in this chapter are currently under active research in the fields 
of Artificial Intelligence, Image Processing and Robotics. 
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Lot of research is going on in the robot problem solving 
techniques. A typical robot problem solving consists of doing 
a household work; say, opening a door and passing through 
various doors to a room to get a object. Here, it should take 
into consideration, the various types of obstacles that come in 
its way; also the front image of the scene has to be considered 
the most. Hence, robot vision plays a important role. In a 
typical formulation of a robot problem, we have a robot that is 
equipped with an array of various types of sensors and a set of 
primitive actions that it can perform in some easy way to 
understand the world.  

Robot actions change one state or configuration of one 
world into another. For example, there are several labeled 
blocks lying on a table and are scattered. A robot arm along 
with a camera system is also there. The task is to pick up these 
blocks and place them in order [4]. In a majority of the other 
problems, a mobile robot with a vision system can be used to 
perform various tasks in a robot environment containing other 
objects such as to move objects from one place to another ; 
i.e., doing assembly operations avoiding all the collisions with
the obstacles [3]. 

 The paper is organized in the following sequence.  A brief 
introduction about the task planner and the task planning 
system was given in the previous paragraphs. The section 
gives information about the task planner design.  Section 3 
gives the information about the inputs-outputs of the task 
planner. Section 4 gives information about the brief 
explanation of the design of the task planner.  This is followed 
by the conclusions in section 5 and the references. 

II.  PHYSICAL SYSTEM DESIGN & A BRIEF REPORT 

The mechanical design of the developed system is divided 
into 3 parts, viz., the base assembly, the arm assembly and the 
gripper assembly. The designed robot has R-R-P (Rotary-
Rotary-Prismatic) type of axes [2].  A  four  axis / four  DOF 
designed SCARA  robot  arm as  shown  in  Fig. 1.  A 
SCARA  robot  is  a  4  DOF  stationary  robot  arm  having 
base,  elbow,  vertical  extension  and  tool  roll  and 
consisting  of  both  rotary  and  prismatic joints.  There is no 
yaw  and  pitch, only  roll. There are 4 joints, 4 axis (three 
major  axes - base, elbow, vertical  extension  and  one  minor 
axis - tool roll) [4].  The 4  DOF’s  are  given  by  Base, 
Elbow, Vertical Extension and  Roll, i.e., there  are  three 
rotary  joints  and  one  prismatic  joint.  Since n  =  4;  16 
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KP’s are to be obtained and 5 RHOCF’s are to be attached to 
the various joints [3].  The task planner is designed for the 
stationary robotic system shown in the Fig. 1. 
 

  
 

Fig. 1  The designed SCARA robot 
 

III. DESIGN  OF  THE  TASK  PLANNER  
In a highly sophisticated robot environment, such as in 

automatic production plants, assembly lines, higher level 
planning of robot motion is required in order to extract the full 
benefits of the automation [5]. The planning at this level is 
called as task planning. Task planning deals with the goals of 
the manipulation task rather than how to achieve these goals 
[6]. The goal is the destination or the end of the task, i.e., the 
desired configuration of the part in the place position. The 
robot task planning requires task planners to achieve these 
goals. Planning should be certainly regarded as an intelligent 
function of any robot. The task planners are defined as 
planning systems, which are used to plan various types of 
robot motions and to do a particular task [7]. The task planner 
makes use of simulation software to do the particular task. It is 
a black box as shown in the Fig. 2 below.  

 
The input to the task planner is known as task specifications 

and the output of the task planner is various types of robot 
motions that are needed to do the particular task.  The task 
planner is similar to the automatic program generators in 
artificial intelligence [8]. The input to the generator is the task 
to be specified. The output of the generator is various types of 
solutions. The task specifications are to be supplied by the 
user and from the robot vision system [9]. The task planner 
requires a large amount of external and internal information 
(data) in order to do a particular task. These data’s or 
information’s includes the following  [10]: 

 

Task
Planner

Simulation
software

Task
specifications

Task / job
to be done

 
 

Fig. 2    Black   box   of   a   task   planner 
 

IV. INPUTS / OUTPUTS OF THE TASK PLANNER 
The inputs and outputs of the task planners are shown 

below as follows [10].  
• Details of the internal / external environment of the robot, 
• Position of the objects and the obstacles in the 3D 

Euclidean space, 
• Scene (the foreground and the background scene) which 

is obtained by the robot vision system, 
• On-line feedback data from the sensors, 
• Position of the arm (joints) in the intermediate stage, 
• Description of the objects being manipulated, 
• Task environment, i.e., the environment in which the task 

is to be performed (say, a nuclear reactor environment - in 
which the robot has to handle nuclear waste material, 
steel industry - to lift molten iron steel, space explorations 
- where the robot has move on the rocky terrain of the 
MARS and pick up small rock samples and take pictures 
and send them to earth) [11]. 

• The initial state of the environment (source - the pick 
position), 

• The final (goal - destination - the place position) state of 
the environment. 

 
 

The relationships between a task planner and the other parts 
of the robotic system are shown in the block-diagram in the 
Fig. 4. A robot task planner attempts to find a path from the 
initial robot world (pick position) to a final robot world (place 
position). The path consists of a sequence of operations that 
are considered primitive to the system [10].  

 
A task planner devises a plan for a complex task as a 

sequence of simple actions called “atomic actions”, which the 
robot knows how to execute without further planning [2]. For 
example, if a human gives an order to a robot such as “bring 
me a cup of water,” then the robot’s task planner should 
decompose the task as follows [12]  
• find the location of the cup of water,  
• plan a path and navigate to the cup 
• grasp the cup 
• plan a path and navigate to the user,  
• hand over the cup to the user.  

V. EXPLANATION OF THE DESIGN OF TP 
Although a general-purpose inference engine could be used 

to solve the task planning problem, it requires a huge body of 
knowledge before it can plan action sequences for a variety of 
household tasks. We instead take a procedural knowledge 
approach to planning a set of frequently used commands such 
as “bring an object to a destination,” and store the action 
sequences explicitly in a knowledge base [13]. We do this for 
as many tasks as we can manage. For the tasks not in the 
knowledge base, then, an instance-based learning algorithm to 
find the most similar tasks and generate a plan by modifying 
the plans for the similar tasks can be used [14]. 
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First, the user just places the object at the pick position and 
tells to the robot vision system, look, this is the starting point, 
you yourself have to find the position and orientation of the 
object at this pick point and pick up the object [15]. The 
vision system, clicks the source scene using a camera and 
using image analysis, finds the position and orientation of the 
object at the pick point and other information such as the 
foreground and the background in the source scene and stores 
all these information in the memory of the computer in the 
form of a database.  Now, the robot knows the starting 
position of the object [16]. 

 

Next, the user keeps the object at the place point and tells to 
the robot vision system, look, this is the destination position, 
you yourself have to find the position and orientation of the 
object at the place position and place the object is the desired 
position and orientation [17]. The vision system, then clicks 
the scene using the camera and using image analysis finds the 
position and orientation of the object at the place point and 
other information such as the foreground and the background 
in the goal scene and stores the information collected in the 
memory of the computer in the form of a database.  Now, the 
robot knows the final position of the object [18]. 

 

Once, we specify the pick and the place point, the robot 
knows how the object has to be picked up and how it has to be 
placed, since it is already knowing both the pick position and 
the place positions. This information, which is stored in the 
memory in the form of a database, is given as input to the task 
planner as the task specifications [19]. The raw images 
(analog images) which are captured by the overhead cameras 
are first processed by the image analyzers and the raw image 
data is converted into a digital data (data base) which is of a 
form that can be easily processed by the task planner software. 
The task planner gives ‘n’ number of solutions (i.e., ‘n’ 
number of programs, since inverse kinematics is not unique), 
out of which it selects one optimized solution, i.e., the shortest 
path solution and gives it as input to the trajectory planner and 
the controller [20].  

 

These output programs would be various types of robot 
motions in the tool configuration space R6. Once a movement 
is planned in the form of a discrete tool-configuration 
trajectory [wk], this information is sent to the trajectory 
planner. The trajectory of the tip of the robot arm will be 
planned. The trajectory planner makes use of various types of 
interpolation techniques [such as cubic polynomial technique, 
linear interpolation, blended trajectory technique, straight line 
motion techniques] and the inverse kinematics equations to 
convert the discrete tool-configuration trajectory [wk] into an 
equivalent continuous-time joint-space reference trajectory 
r(t).  

 
 

 The joint space trajectory is given as input to the robot 
controller, which contains a torque regulator and generates the 
required torque profile τ(t) for the joints of the robot arm. The 
controller gives a control signal to move the robot arm from 

the source to the goal. During this stage, the arm kinematics, 
arm dynamics comes into picture. Force, torque, moment, 
proximity and tactile sensors can be mounted on the robot arm 
and these sensors can be used to provide the feedback data  F 

tool  from the sensors to the robot controller [21].  The robot 
controller makes use of these data to avoid the collision of the 
robot with the obstacles, implement the guarded motion and 
compliant motion and thus complete the manipulation task 
successfully avoiding all the obstacles in its path of motion. 
Also, the task environment should be specified. 

 
By virtue of their versatility, robots can be difficult to 

program, especially for tasks requiring complex motions 
involving sensory feedback. In order to simplify 
programming, task-level languages exist that specify actions 
in terms of their effects on objects. Example: pin A 
programmer should be able to specify that the robot should 
put a pin in a hole, without telling it what sequence of 
operators to use, or having to think about its sensory or motor 
operators. Task planning is divided into three phases: 
modeling, task specification, and manipulator program 
synthesis. There are three approaches to specifying the model 
state:  Using a CAD system to draw the positions of the 
objects in the desired configuration [22].   

 
Using the robot itself to specify its configurations and to 

locate the object features.  Using symbolic spatial 
relationships between object features (such as (face1 against 
face2). This is the most common method, but must be 
converted into numerical form to be used.  One problem is 
that these configurations may over-constrain the state. 
Symmetry is an example; it does not matter what the 
orientation of a peg in a hole is. The final state may also not 
completely specify the operation; for example, it may not say 
how hard to tighten a bolt.  The three basic kinds of motions 
are free motion, guarded motion, and compliant motion. An 
important part of robot program synthesis should be the 
inclusion of sensor tests for error detection [23]. 

 

After a user’s input command, the robot’s task planner 
analyzes various attributes of the given task and searches 
similar cases by exploring the knowledge base. If there exists 
a matching task with enough similarity to the given task, the 
preplanned action sequence of the matching task is 
appropriately modified to generate a plan to carry out the 
given task. If the new plan has enough novelty with respect to 
all the existing plans, it is added to the knowledge base, which 
constitutes a learning process of the task planner. When there 
is no similar task, the robot asks the user to demonstrate how 
to perform the task (using text input at present) and stores the 
action sequence taught by the user. This constitutes the second 
learning process of the task planner as shown in the Fig. 3. 

 

A basic problem in robotics is to resolve specified tasks and 
commands and plan the resulting motions and sub-tasks. The 
planning system needs to transform a task-oriented problem 
into a plan, which describes how the given problem can be 
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solved by the robot. For this transformation a detailed 
knowledge base and world model have to be available. These 
models give the robot a description of its environment, and 
thus enable it to construct the necessary operations needed to 
fulfill the task. The plan generated in this way contains a 
sequence of action elements (e.g. movement, picking up 
items, manipulating items) with assigned resources (e.g. the 
robot or its gripper) [9].  Then, these sequences of actions are 
transformed into the reality stage using the real time 
implementation software and the necessary interfaces.  

 

The motion control manager determines the start and 
destination of a path and plans the course and the necessary 
actions. The resulting motions of a robot are called trajectories 
or paths and consist of a sequence of desired positions, 
velocities and accelerations at a given point. The sequence of 
plan elements is called a task execution sequence. During this 
planning stage all constraints and restrictions, like closed or 
impassable areas are considered as well as target times, 
resources, supplies or the processing of parallel or sequential 
tasks as shown in the Figs. 4 and 5 respectively [9]. 
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Fig.  3  Block  diagram  of  the  robot  control  system  interfaced  to  the  task  planner 
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Fig.  4  A  rudimentary  task  planner  
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Fig. 5  Task planner design algorithm for stationary & mobile robots 

 

V.  CONCLUSIONS 
A task planner was designed and also implemented in real 

time for the stationary robotic system.  A robot was connected 
to the computer through the driver interfacing cards as shown 
in Fig. 2 and the task planner simulation software was stored 
in the memory of the computer.  First, the task was simulated 
in the computer using the simulation software and then, once 
the task was successful, this simulated task was transformed 
into the reality stage using the robot.   
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