International Journal of Information, Control and Computer Sciences
ISSN: 2517-9942
Vol:10, No:9, 2016

Surveillance Video Summarization Based on
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Abstract—For more efficient and fast video summarization, this
paper presents a surveillance video summarization method. The
presented method works to improve video summarization technique.
This method depends on temporal differencing to extract most
important data from large video stream. This method uses histogram
differencing and Sum Conditional Variance which is robust against to
illumination variations in order to extract motion objects. The
experimental results showed that the presented method gives better
output compared with temporal differencing based summarization
techniques.
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I. INTRODUCTION

OR security integration, video surveillance plays an

increasingly important role for improving security. With
the large amounts of video data being generated, large storage
is needed. Traditional video surveillance technology based on
hard disk or DVD disks suffers from many challenges. The
limited throughput of these devices leads a limited storage
problem for storing videos in the future. Without dropping
frames, the servers lack the ability to serve simultaneous reads
and writes. The surveillance video contains rich information; it
should be analyzed in order to get the useful information. It is
very important to summarize this type of video for facilitation
of many image or video processing operations. Video
summarization is a process which converts large videos to
shorter videos containing useful information. Two basic types
of video summarization are dynamic video summary and static
video summary. Dynamic video is a shorter video of the
original one containing the important information. The static
video summary is a set of key-frames of a video or the salient
frames [1]-[5] Key-frames extraction based approaches need
to detect shot boundaries before summarization process. In
surveillance videos, it is difficult to determine shot
boundaries; therefore, Key-frames extraction is not suitable to
be used for surveillance video summarization. In addition,
surveillance video is continually generating video data over
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time, so surveillance video is considered as a dynamic video
[6].

To generate a good video summary requires a good
understanding of the structure of the original video and
semantic content and summary video frames must be concise
visually [7], [8].

Many approaches have been proposed for reducing the size
of surveillance video containing the most important data. The
best and most recently description of review to work of video
summarization approaches can be found in [9]. Yang and Wei
proposed a method for video summarization based on genetic
algorithm. This method can be defined as flows. First, frames
differences are computed. Second, the least similar frames
from original video by using the technique of color histograms
are selected. Finally, optimized frames by Fitness function
which is defined for genetic algorithm are searched [10]. Lei
et al. presented a video summary extraction approach. First,
the original video is segmented into sub shots based on
semantic structure by using distance measures, and then key-
frames are extracted in each sub shot by Singular value
decomposition [11]. Song et al. proposed surveillance video
summarization approach based on event detection. First, the
trajectories of motion objects are computed and then event
detection is determined. Finally, video summary is generated
with the most interested event and small number of frames
[12]. Wang and Kato proposed a method which produces
learned distance metric which can measure the similarity
between videos. The metric is fused with supervised
classification and unsupervised clustering in order to
summarize the original video depending on events [13]. Li et
al. proposed an approach for reducing the collisions in video
sequence. First active objects during time are shifted to
compact the original video. Second, when collisions occur, the
objects sizes are reduced. The geometric object centroids are
not chanced [14]. Ren et al. proposed a method for video
summarization which is implemented in compressed-domain.
Firstly, human event detection is performed. Fuzzy decision is
used to classify frames into fuzzy domain. Secondly, Haar-like
features are used for human objects detection. Finally, the
event levels for each frame are determined and frames with
same category are grouped to form the final video summary
[15]. Astelo and Guillermo proposed a method for video
summarization by using a color based feature extraction and
clustering techniques. In this method, there is no need to shot
extraction [16]. Lee et al. presented a method for video
summarization with four stages. First, face detection is
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achieved using "Adaboost" algorithm. Decomposition of the
face regions into basis and corresponding coefficients using
Non-negative Matrix Factorization method is performed in the
second stage. In the third stage, Support Vector Machine
(SVM) classification is applied on the coefficients. Finally,
frames are extracted containing the target person from the
previous stage [17]. Luo presented a video summarization
method using internet of things (IoT) information. Video
summary frames by using IoT information to build a
background model are selected. Key frames are extracted by
computing differences between video frames and the
background and then extract the important information. The
final video summary is generated by clustering the extracted
key frames with the most useful information [18].

The previous video summarization methods used similarity
metrics without taking into consideration the illumination
variances in the color intensities posed to the motion object
during time. Due to these variations in the color, there is no
guarantee that the color will be the same object in all frames in
video sequence.

For more efficiency of time and space, in this paper, the
development of summarization algorithm is presented using
the combination of histogram differences and Sum
Conditional Variance between two consecutive frames in
video sequence. The goal is to improve video summarization
of surveillance video considering illumination changes, and
make it faster and accurate for many operations such as data
mining, computer vision, image processing, video browsing,
etc. Here we used Sum Conditional Variance as temporal
differencing metric to detect motion objects and to solve the
problem of the previous temporal differencing metrics.

The paper is organized as follows: In Section II, the
background theory that are related to this work are described.
Section III presents the method of this work to solve the
current problem in video summarization techniques, while in
Section IV, the performed experiments with comparative
analysis between this approach and the existing methods are
described. Finally, conclusions are given in Section V.

II. BACKGROUND THEORY

A.Temporal Differencing

Pixel differencing and histogram differencing are temporal
differencing techniques. Pixel differencing is a process which
can be used to detect motion objects by computing pixel-by-
pixel difference between two or three consecutive frames
(fi(x,y) and fi_;(x,y)) in a video sequence. Pixel
differencing method is used to extract motion objects. It can
be defined by [19]:

(fi % y) = fi-a (601 > Thr (1)

where Thr is a specific threshold.

Histogram differencing is used to compare between the
illuminations values of two or more consecutive frames. It is
more efficient compared with the pixel differencing because it

has less sensitive to motion and low computational complexity
[20].

B. Sum Conditional Variance

Sum conditional variance (SCV) is a powerful similarity
measure that is robust against global illumination variations.
In the SCV function (see (2) and (3)), for every image at pixel
x (the pixel coordinates), the value of s is found, where s is the
parameter of transformation function w(x, s) that minimize the
SCV between the reference image [r and the current image /
[21], [22]:

Scv(s) = T (U (w(x,s)) — E’(i,j) (x))? 2)

E(.) is the expectation operation, (i,j) indicates the row
and column of reference image. The w is one of
transformation functions such as similarity, an affine, or
holography transformation [23]. At each time, the reference
image is adapted according to the illumination conditions of
the current image I and it is replaced by the expected image
computed by the expectation operator (3). The SCV was
originally proposed for registration of multi-modal images.
Then, the SCV was developed for visual tracking. It is
invariant to illumination changes and has low computation
cost.

C.Evaluation Metrics

The metrics for evaluation of the presented method
compared with the existing methods can be summarized in
Table I [24].

TABLEI
THE PERFORMANCE EVALUATION METRICS FOR THE SUMMARIZATION
METHODS

Format
Uncompressed size

Metric name

Data compression

ratio (DCR) Compressed Ratio = 1 —

Ccompressed size
Compressed size

Uncompressed size
number of output frames
CR=[1—( - >]><100
number ofinput frames

Space saving Space saving = 1 —

Condensed Radio
(CR)

III. THE PROPOSED METHOD

Given a video sequence Vid contains n frames (fy, f, ..., fn)-
Let f; and f;,; be 2-D (n X m) matrices represent the current
frame and the next frame in the video sequence. The
histograms of the two consecutive frames are computed and
the difference between them is calculated. Then, SCV
similarity function between the consecutive frames is also
computed. At each time, SCV adapts the next frame f;, to the
illumination conditions or lighting changes of the current
image f; . Here, we used a dynamic threshold instead of using
a global threshold for change detection between the two
consecutive frames. In general, the dynamic threshold is
defined as [25]:

Thr =X + aoy 4
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where X and o, are the mean and the standard deviation for
whole the sequence, a is a fitting parameter.

Algorithm (1) gives steps of this algorithm. The algorithm
has two loops for reading the whole video sequence, one for
generating the two dynamic thresholds, (Thry) is used for
Histogram differences and (Thr,) is for SCV differences. The
next loop is used for generating video summary.

Algorithm (1): Single Video Summarization

Input: Vid is a video sequence, n is the number of frames, o is a
constant.
Output: video summary
Steps:
1. Given video sequence (Vid) of frames (f3, f2, ..., fn)-
2. Fori=lton

3. Read the successive two 2D frames (f; and f;,;) from
Vid.
4. Compute Histogram difference (Hdiff) between the two

frames using Euclidian distance:
hy = hist(f;), hy, = hist(fi+1),
Hdif f; = sqrt(sum((hy — hy)."2))
5. Compute Sum of Conditional Variances (SCV)

similarity —measure between the two frames
(fi and fr41):
scvg = SCV (fi fie1)
6. End for

7. Compute the dynamic threshold (thry) for Hdif f:
thry = Mean(Hdiff) + a x std(Hdiff),
8. Compute dynamic threshold (thr,) for SCV:
thr, = Mean(scv) + a X std(scv)
9. Fori=lton
10. Read the successive two
frames (f; and f;,) from the Vid.
11. Compute Histogram difference (Hdiff) between the two
frames using Euclidian distance:
hy = hist(f;), hy, = hist(fi11),
Hdif f; = sqrt(sum((hy — hy)."2))
12. Compute Sum of Conditional Variances (SCV) similarity
measure between the two frames (f; and fj41):

scv; = SCV(f;, fi+1)
13.  if (Hdiff; > thry) and (scv; > thry)

14. store the current frame f; in the video summary
15. Otherwise, f; is canceled

16. Endif

17. End for

The proposed summarization method extracts meaningful
information depending on motion object event detection. In
general, the motion object detection is based on observing the
change in the background of scene over time. For example, in
Fig. 1, each point represents the variance of difference
between each two consecutive frames. If the variance of
differences have lowest values, it means that there is no
moving object in the sequenced frames. The background will
be presented in these frames and the spread of special-
temporal vectors will be close to each other. In contrast, if
there is a moving object in sequence of frames, the spatial-
temporal will be spread fast in the space of their coordinates.

Fig. 1 shows an example of how to partition the video data
stream and how to represent the motion information on a
sequence of frames. After partitioning the input video into
motion parts and no motion parts, frames containing motion

objects are selected and stored based on the motion sequence
frames (B) while no motion frames (A) are removed.
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Fig. 1 Normal distribution of video pixels

Data Stream

Fig. 2 General partitioning of data sequence

IV. EXPERIMENT RESULTS

For testing our presented method, we used two samples
from surveillance video streams one for indoor scene which is
a metro scene and one for outdoor scene which is a road scene.
From each one, we cut a sample with 1000 sequenced frames
for a specific period of time. The proposed algorithm based on
combination of sum of conditional variances (SCV) and
histogram differencing has been implemented. The graph
results of implementation of this algorithm are shown in Figs.
3 and 4 for the metro video and the road video, respectively.

TABLE 1T
DCR, Ssay1vg AND CR RESULTS COMPARISON BETWEEN THE TRADITIONAL
METHODS AND THE PRESENTED METHOD FOR MERO VIDEO

Video/ Frame-Diff Histogram- SCV  Proposed
methods Diff method
Metro Video size 15.5 MB 155MB 155MB 15.5MB
video before
sequence Video size after  4.21 MB 4.07MB 2. 70MB 644 KB
of 1000 Number of 1000 1000 1000 1000
frames frame before
Number of 260 259 167 36
frame after
DCR -2.6817 -2.8084 -4.7407  -23.6462
Ssaving 07284 0.7374 0.8258 0.9594
CR 74% 74% 83% 96%
TABLE III

DCR, Ssqping AND CR RESULTS COMPARISON BETWEEN THE TRADITIONAL
METHODS AND THE PRESENTED METHOD FOR ROAD VIDEO

Video/ Frame-Diff Histogram- SCV  Proposed
methods Diff method
Video size 25 MB 25 MB 25MB 25MB
before
Video size after 7.09 6.60 MB 798  235MB
Metro video
sequence of  Number of 1000 1000 1000 1000
1000 frame before
frames Number of 284 262 318 92
frame after
DCR -2.5261 -2.7879  -2.1328 -10.1111
Ssaving 0.7172 0.7360 0.6808  0.9100
CR 1% 73% 68% 90%
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Figs. 3 and 4 (a) show the results of implementation of the
presented method using combination of histogram differences
and SCV similarity metrics between the successive frames in
the metro video sequence. The red line indicates the automatic
threshold value, where the x-axis represents the number of
frames and y-axis represents the values of similarity metric.

The frames with values of histogram differences that are
greater than Thry and values of SCV that are greater than Thr,
are saved as summary sequence. The frames that have values
of histogram differences smaller than Thr; and values of SCV
greater than Thr, are removed. Figs. 3 and 4 (b) show the
results of SCV without using histogram differencing.
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Fig. 3 (a) The results of the presented method for the metro video sample (b) The results of using SCV alone for the same video sample
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Fig. 4 (a) The results of the presented method for the road video sample (b) The results of using SCV alone for the same video sample

Table II shows the results of the performance assessment of
the proposed method compared with different temporal
differencing for the metro video sequence of 1000 frames.

Traditional summarization techniques store frames that are
up the automatic threshold Thr; and remove frames that are
down of Thr,. Meaning that they store frames containing
motion and cancel frames containing no motion. While the
presented method removes frames containing no motion and
redundant frames containing motion that are not useful. In
other words, it keeps only the most important motion
information. For this reason, DCR and Sg,yi,g metrics give
better results for the video sequence by implementing of the
proposed method against the values of DCR and Sgjying for the
video sequence by implementing of the traditional technique.
The CR metric, also gives good results (96%) using the
presented method against the value of CR using the traditional
technique.

Table III shows the performance assessment results after
applying the traditional technique and the presented method
on the road video sequence of 1000 frames. DCR, Sq,ying, and
CR metrics give good results by applying the presented
method compared with the traditional technique.

From the experimental results, the presented method based
on the combination of frame differencing and SCV for data
stream summarization works well compared with the existing
summarization method based on temporal differencing. In
addition, it has the ability to summarize the video stream with
all important content in the original video sequence.

V.CONCLUSION

In this paper, we developed a method for video
summarization using the combination between the histogram
differencing and Sum Conditional Variant similarity metrics.
The performance assessment has been achieved for the
presented method compared with some traditional similarity
functions. The results indicated that the improved video
summarization method gives compact video summary with the
useful data. This method has one limitation, it is sensitive to
distant motion objects. This problem can be solved by

decreasing the threshold which is used to detect motion
objects in video sequence.
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