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Abstract—We present a prioritized, limited multi-server processor 

sharing (PS) system where each server has various capacities, and N 
(≥2) priority classes are allowed in each PS server. In each prioritized, 
limited server, different service ratio is assigned to each class request, 
and the number of requests to be processed is limited to less than a 
certain number. Routing strategies of such prioritized, limited 
multi-server PS systems that take into account the capacity of each 
server are also presented, and a performance evaluation procedure for 
these strategies is discussed. Practical performance measures of these 
strategies, such as loss probability, mean waiting time, and mean 
sojourn time, are evaluated via simulation. In the PS server, at the 
arrival (or departure) of a request, the extension (shortening) of the 
remaining sojourn time of each request receiving service can be 
calculated by using the number of requests of each class and the 
priority ratio. Utilising a simulation program which executes these 
events and calculations, the performance of the proposed prioritized, 
limited multi-server PS rule can be analyzed. From the evaluation 
results, most suitable routing strategy for the loss or waiting system is 
clarified. 

 
Keywords—Processor sharing, multi-server, various capacity, N 

priority classes, routing strategy, loss probability, mean sojourn time, 
mean waiting time, simulation. 

I. INTRODUCTION 

ROCESSOR sharing (PS) is important for evaluating the 
performance of a variety of resource allocation 

mechanisms. In PS, if there are n (> 0) requests in a single- 
server system, each request receives 1/n of the server capacity; 
no arriving request has to wait for service because it is served 
promptly, even if the service rate becomes slow. Thus, the 
sojourn time of each request that receives service in the server 
is n times the service time. The PS paradigm emerged as an 
idealization of Round-Robin (RR) scheduling algorithms in 
time-shared computer systems. A PS discipline with a priority 
structure has already been proposed, wherein a larger service 
ratio is allocated to requests with higher-priority. To prevent an 
increase in the sojourn time of each request in a prioritized 
single-server PS paradigm, and to realize a realistic sharing 
model, a method for limiting the number of requests that 
receive service is essential. In the prioritized, limited PS server, 
a high-priority request is allocated a service ratio that is m 
(called the priority ratio) times greater than that of a 
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low-priority request. Moreover, the sum of the number of 
requests that receive service is restricted to a fixed value. An 
arriving request that cannot receive service due to this 
restriction is queued in the waiting room (waiting system) or 
rejected (loss system). 

Communication services, such as web server farms, database 
systems, and grid computing clusters, routinely employ 
multi-server systems to provide a range of services to their 
customers. An important issue in such multi-server systems is 
to determine which server an arriving request should be routed 
to in order to optimize a given performance criterion. 
Therefore, in this paper, we propose a prioritized, limited 
multi-server PS system where each server can have various 
capacities, and N (≥2) priority classes are allowed in each PS 
server. Routing strategies of such prioritized, limited 
multi-server PS systems that take the capacity of each server 
into account are also proposed. The performance evaluation 
procedure of these strategies is discussed, and practical 
performance measures such as loss probability, mean waiting 
time in the service waiting queue, and mean sojourn time are 
evaluated via simulation. Based on the evaluation results, we 
discern the most suitable routing strategies of the prioritized, 
limited PS system that includes multi-servers with various 
capacities and requests of N priority classes.  

Under the PS rule, when a request either arrives or departs 
from the PS server, the remaining sojourn time of other requests 
currently receiving service is extended or reduced, respectively. 
This extension or reduction of the sojourn time is calculated by 
using the number of requests of each class and the priority ratio. 
Employing a simulation program to execute these events and 
calculations allow us to analyze the prioritized, limited 
multi-server PS rule, which is realistic in a time-sharing system 
(TSS) with a sufficiently small time slot. 

The PS rule, an idealization of quantum-based RR 
scheduling at the limit where quantum size becomes 
infinitesimal, has been the subject of many papers [1]-[4]. A 
limited PS system and a prioritized, limited PS system, in 
which the number of requests receiving service is restricted to a 
fixed value, have been proposed, and the performance of these 
systems has been analyzed [5], [6]. Load-balancing strategies 
for multi-class multi-server PS systems with a Poisson input 
stream and heterogeneous service rates have also been 
investigated [7]-[12]. However, routing strategies for 
prioritized, limited multi-server PS systems where each server 
can have various capacities, and N (≥2) priority classes are 
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allowed in each PS server are scarce; a performance evaluation 
procedure for these strategies have also not been investigated.  

II. PRIORITIZED, LIMITED MULTI-SERVER PS SYSTEM 

INCLUDING SERVERS WITH VARIOUS CAPACITIES 

A. System Concept 

In a prioritized, limited multi-server PS system, an arriving 
request enters the dispatcher, which routes the request to each 
prioritized, limited PS server according to a predetermined 
strategy (Fig. 1). Suppose that there are N classes, and an 
arriving request, which is routed to server h, encounters nhj 
class-j requests (including the arriving request). Furthermore, 
let mj ( 	1) denote the priority ratio of the class-j request, SFC 
( ∞) denote the service facility capacity, and Ch denote the 
capacity ratio of server h to the reference server. According to 
the proposed prioritized, limited multi-server PS rule, if 
( ∑ m ∗n ) / Ch ≤ SFC, an arriving class-k request 

individually and simultaneously receives mk / ∑ m ∗n  of 
the capacity of server h. When a server satisfying 
(∑ m ∗n 	 	/ Ch ≤ SFC does not exist, the arriving request 
is queued in the corresponding class waiting room prepared in 
the dispatcher or rejected. The service time of a request in 
server h is given by the service time of the request in the server 
with capacity ratio one (the reference server) divided by Ch. In 
the waiting system, when the service for a request ends in one 
of the servers, another request is obtained from the service 
waiting queue and is routed to this server.  

B. Routing Strategies 

The following three routing strategies are considered, and 
their performances are compared. 

1. Remaining Service Time Strategy 

In this strategy, at the arrival of a request, the sum of the 
remaining service time (RST) of each class request currently 
receiving service for each server is evaluated. An arriving 
request is routed to the server that satisfies ∑ m ∗n ) / Ch 
≤ SFC and has the smallest RST sum.  

2. Normalized Service Capacity Strategy 

In this strategy, at the arrival of a class-k request, the value of 
Ch* mk / 	 ∑ m ∗ n 	 for server h, which is called the 
normalized service capacity (NSC) that can be allocated to this 
request, is evaluated. An arriving request is routed to the server 
that satisfies ∑ m ∗n ) / Ch ≤ SFC and has the largest NSC 

value. 

3. Normalized Number of Requests Strategy 

In this strategy, at the arrival of a request, the value of 
∑ n ) / Ch for server h, which is called the normalized 

number of requests (NNR) that receive service, is evaluated. An 
arriving request is routed to the server that satisfies 
(∑ m ∗n ) / Ch ≤ SFC and has the smallest NNR value. 

 

Fig. 1 Evaluation model 
 
For these three strategies, when plural servers with the same 

RST sum, NSC, or NNR exist, a server is chosen from these 
servers with the same probability to route new arriving 
requests. 

C. Extension or Reduction of the Remaining Sojourn (or 
Service) Time 

At the arrival of a request to server h, the remaining sojourn 
time of this request is determined based on the service time of 
this request and the server capacity given to it. The service time 
is inversely proportional to the capacity ratio of server h (see 
Section A). For example, when a class-k request arrives at 
server h, if nhj class-j requests (including the arriving request) 
are served in this server, m /∑ m ∗n 	 of this server 
capacity is given to the request from this time, until the arrival 
(or departure) of the next request. The sojourn time of an 
arriving class-k request Sak is then given by: 

 

Sak = (Srk / Ch) *	∑ m ∗n 	/	m 			                                    (1) 
 
where Srk represents the service time of an arriving class-k 
request in the reference server. 

Moreover, at the arrival of a request, the server capacity 
given to each request currently receiving service decreases 
owing to the increase in the number of requests that share the 
server capacity. The ratio of the sojourn time of each request 
before and after the arrival of a request is equal to the inverse 
ratio of the server capacity given to each request before and 
after the request’s arrival. For example, when a class-k request 
arrives 
m /	 ∑ m ∗n m ∗ n 1 ∑ m ∗n 		 of 
the server capacity is given to the class-i request that receives 
service by this time, but from this time until the arrival (or 
departure) of the next request, 	m / ∑ m ∗n  is given to a 
class-i request. Therefore, the remaining sojourn time Sni of 
each class-i request after this class-k request arrives is then 
extended as: 

 
Sni = Soi ∗ ∑ m ∗n 	/	 	∑ m ∗n m ∗ n 1

∑ m ∗n 	    (2) 
 
where Soi is the remaining sojourn time of a class-i request 
immediately before this class-k request arrives. Similarly, at the 
end of the sojourn time of a request, the server capacity given to 
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requests currently receiving service increases owing to the 
decrease in the number of requests that share the server 
capacity. The ratio of the sojourn time of each request before 
and after the departure of a request is also equal to the inverse 
ratio of the server capacity given to each request before and 
after the request’s departure. For example, for the end of the 
sojourn time of a class-k request, the remaining sojourn time Sni 
of each class-i request after this class-k request departs is 
reduced as: 

 
Sni = Soi * ∑ m ∗n m ∗ n 1 ∑ m ∗n /

	 ∑ m ∗n          (3) 
 
where Soi is also the remaining sojourn time of a class-i request 
immediately before this class-k request departs, and nhk does 
not include a departing request. By executing these events and 
calculations in a simulation program, the performance of the 
prioritized, limited multi-server PS system can be analyzed. In 
the simulation program, the variable time increment method, 
where the simulation time is omitted until the next event that 
causes a change in the system state occurs, such as the arrival or 
departure of a request mentioned above, is used in order to 
shorten the simulation execution time. 

At the arrival of a class-k request in server h, RST for this 
request is calculated as Srk / Ch. Then, RST reduction for this 
request at the outbreak of each event mentioned above can be 
evaluated by the duration of the omitted time from the outbreak 
of the previous event by mk /	 ∑ m ∗n . 

D. Simulation Flow  

Simulation flow of the prioritized, limited multi-server PS 
system is shown in Fig. 2. In the simulation program, the 
simulation clock is controlled by the arrival timer or service 
timer of each request that is receiving service. At the arrival of 
each class request, the time duration until the next arrival of the 
request is set into the arrival timer according to the 
predetermined arrival time distribution. Further, the service 
time (e.g., remaining sojourn time) of each arriving request 
calculated using (1) is set into the service timer. Moreover, the 
arrival time of each request is memorized in the corresponding 
variable. The sojourn time of each request in the server is 
evaluated by using these data and service end time. In addition, 
the waiting time in the service-waiting queue is evaluated by 
using these data and service start time. In the while loop of this 
simulation program, the extension or shortening of the 
remaining sojourn time of each request is calculated using (2) 
or (3) on the expiry of one of the arrival timers or service timers. 
Moreover, the service timer or arrival timer with the next 
smallest value is detected, and the time duration of this timer is 
subtracted from all the remaining timers. Therefore, in the next 
while loop this timer expires. Simultaneously, the simulation 
clock is pushed forward by this time duration in order to skip 
the insignificant simulation clock. The while loop is repeated 
until the number of arriving requests attains a predetermined 
value. 

III. EVALUATION RESULTS 

In the evaluation, class-1 (m1=4) requests, class-2 (m2=3) 
requests, and class-3 (m3=2) requests were assumed to be 
served in each server. The arrival rate, or mean service time, of 
each priority class request was assumed to be the same value. 
The two-stage Erlang inter-arrival time distribution and the 
exponential service time distribution were considered. 
Evaluation results were obtained from the average of ten 
simulation results. Approximately 140000 requests were 
produced for each class in each run. In each figure that shows 
an evaluation result, Ar represents the arrival rate and S 
represents the mean service time. 

A. Loss System 

Fig. 3 shows the relationship between the mean sojourn 
times of class-1 requests (round markers), class-2 requests 
(square markers), and class-3 requests (cross markers) and the 
service facility capacities for the NSC (straight lines), RST 
(dashed lines), and NNR (dotted lines) strategies. Three servers 
were prepared, and each server had the capacity ratios of 1, 0.8, 
and 0.6. In Fig. 3, the range of the markers includes 95% of the 
reliability intervals obtained from the ten simulation runs. 
Notice that the mean sojourn time increases as the service 
facility capacity increases. The mean sojourn times of class-1 
requests and class-2 requests of the NSC strategy are smaller 
than their corresponding values obtained by the RST and NNR 
strategies. On the other hand, the mean sojourn times of class-3 
requests of the NNR strategy are smaller than their 
corresponding values obtained by the NSC and RST strategies. 
In other words, the NSC strategy extends the difference of the 
mean sojourn time between each class request, and the NNR 
strategy reduces it.  

 

 

Fig. 2 Simulation flow 
 
Fig. 4 compares the loss probabilities of each class request 

for the NSC, RST, and NNR strategies. The marker and line 

An other request 
leaves the system.

An other request 
arrives. 

Repeat

A request arrives．

The remaining sojourn time is 
extended.

The remaining sojourn time is 
reduced.

The service time is over.
The  sojourn time is calculated

The request leaves the system．

The request is dispatched to the
selected server.

The most suitable server is 
selected.

The sojourn time is caluculated, 
and the service starts.



International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:10, No:7, 2016

1304

 

sty
lo
ca
re
id
cla
RS

us
se
th
tim
II-
NN
Ba
re
th
str
mu

yles are the sa
ss probability

apacity decreas
quests for the

dentical. On th
ass-3 requests
ST and NNR s
The NSC val

sing the numb
erver. On the o
e service time
me that has ac
-D. According
NR is easier 
ased on the af
alizes higher p
an that of the
rategy for th

multi-server PS
 

Fig. 3 Comp
 

Fig. 4 Com

ame as those us
y increases 
ses. The loss p
e NSC, RST,
he other han
s for the NSC
strategies.  
lue and NNR 
ber of each cla
ther hand, the 
e of each requ

ctually been as
gly, the calcu
to compute th

forementioned
performance a
e other strateg
he loss syst
 system. 

parison of the m

mparison of the l

sed in Fig. 3. T
linearly as t
probabilities o
, and NNR st
d, the loss p

C strategy is l

value can be 
ass request th
RST value ha

uest minus the
ssigned to the 
lation algorith
han that of th

d results, the N
and an easier c
gies, is the m
em of the 

mean sojourn tim

loss probability

The logarithm
the service f
f class-1 and c
trategies are a
probability va
less than that

calculated eas
hat is served in
as to be calcula
e amount of s
request (see S
hm of the NS
he sum of the
NSC strategy,
alculation algo

most suitable r
prioritized, l

me (Ar=0.7, S=1

y (Ar=0.7, S =1)

 

m of the 
facility 
class-2 
almost 

alue of 
of the 

sily by 
n each 
ated by 
service 
Section 
SC and 
e RST. 
which 
orithm 
routing 
limited 

1) 

) 

 
T

disp
as th
prio
resp
requ
Con
disp
RST
at t
sojo
clas
the 

 

 

F
time
and
mar
mea
num
valu

Fig. 5 Compar

Tables I-III list
patched into ea
he routing rati

ority class requ
pectively. For 
uests are dispa
nversely, for th
patched into t
T strategy, eac
the same ratio
ourn times of
ss-3 requests i
other strategy

Capacit

1

0.8

0.

Capacit

1

0.8

0.

Capacit

1

0.8

0.

 
Fig. 5 shows
es of class-1 r

d the arrival rat
rker and line s
an sojourn tim
mber of arriv
ues of class-1

rison of the mea

t the ratios wh
ach server with
io. The arrival
uest, and SFC 

the NSC stra
atched into the
he NNR strate
the server wit
ch class reque
o. These ratio
f class-1 requ
in the NNR str
y. 

TAB
ROUTING R

ty ratio Class-

1 49％

8 32%

6 19%

TAB
ROUTING R

ty ratio Class-

1 41%

8 34%

6 25%

TAB
ROUTING R

ty ratio Class-

1 32%

8 36%

6 32%

the relationsh
requests, class-
tes for the NSC
tyles are the s

me of class-3 r
ing requests, 

1 requests and

an sojourn time 

hen each arrivi
h various capa
l rate, mean se
are assumed to

ategy, almost h
e server with th
egy, 60% of c
th the highest 
st is dispatche
os may be th
uests in the N
rategy are sm

 
BLE I 
RATIO (NSC) 

-1 Class-2 

％ 42% 

% 35% 

% 23% 

BLE II 
RATIO (RST) 

-1 Class-2 

% 41% 

% 34% 

% 25% 

BLE III 
RATIO (NNR) 

-1 Class-2 

% 32% 

% 36% 

% 32% 

hip between 
-2 requests, an

C, RST, and NN
ame as those u
equests is eas
more than t

d class-2 requ

 

(S=1, SFC=15)

ing class reque
acities, also kn
ervice time of 
o be 0.7, 1, and
half of the cla
he highest capa
lass-3 request
capacity. For

ed into each se
he reason that
NSC strategy 

maller than thos

Class-3 

37% 

35% 

28% 

Class-3 

41% 

33% 

26% 

Class-3 

58% 

28% 

14% 

the mean soj
nd class-3 requ
NR strategies.
used in Fig. 3.
ily affected by
the correspon

quests. Fig. 6

) 

est is 
nown 
each 
d 30, 
ass-1 
acity. 
ts are 
r the 
erver 
t the 

and 
se of 

ourn 
uests 
. The 
. The 
y the 

nding 
also 



International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:10, No:7, 2016

1305

 

sh
re
ra
sty
pr
of
cla
so
re
wh
of
an
is 
ca
wh
so
ca
co

re
sty
of
is 
ca
of

hows the relati
quests, class-2

ates for NSC, R
yles are the sa
robability of cl
f arriving requ
ass-2 requests

ojourn times 
quests (square
hen the capaci
f each server i
nd 1:0.5:0.5 (d
considered. T

apacity ratio 1
hen the capac

ojourn times of
apacity ratio 
orresponding v

 

Fig. 6 Com
 

Fig. 7 Comp
 
Fig. 8 also 
quest using th
yles are the sam
f class-1 reque

1:1 are smal
apacity ratio is
f class-3 reque

ionship betwe
2 requests, an
RST, and NN
ame as those 
lass-1 request
uests, more th

s and class-3 re
of class-1 re

e markers), an
ity sum of each
is 1:1 (straigh

dotted lines). In
The mean sojou
1:1 are smaller
city ratio is 1
f class-1 reque

is 1:0.7:0.3
values when th

mparison of the l

parison of the m

compares the
e same conditi
me as those us

ests and class-2
ller than their
s 1:0.7:0.3 and
sts for a multi

een the loss pr
nd class-3 requ
R strategies. T
used in Fig. 3

ts is easily affe
han the corre
equests. Fig. 7
equests (round
nd class-3 requ
h server is 2 an

ht lines), 1:0.7
n this evaluatio
urn times of ea
r than their co
:0.7:0.3 and 1

ests and classs-
3 are slightl
he capacity rat

loss probability 

mean sojourn tim

e loss probab
ions as Fig. 7. 
sed in Fig. 7. T
2 requests whe
r correspondin
d 1:0.5:0.5. Th
-server with ca

robability of c
uests and the a
The marker an
3. Note that th
ected by the n
esponding valu
7 compares the
d markers), c
uests (cross ma
nd the capacit

7:0.3 (dashed
on, the NSC st
ach class requ
orresponding
1:0.5:0.5. The
-2 requests wh
ly less than
tio is 1:0.5:0.5

(S=1, SFC=15)

 

me (S=1, SFC=2

bility of each
The marker an

The loss probab
en the capacity
ng values wh
he loss probab
apacity ratios

 

class-1 
arrival 
nd line 
he loss 
number 
ues of 
e mean 
class-2 
arkers) 
ty ratio 
lines), 

trategy 
uest for 
values 

e mean 
hen the 

their 
5.  

) 

20) 

h class 
nd line 
bilities 
ty ratio 
en the 
bilities 
of 1:1, 

1:0.
Bas
with
capa

 

 

 

B

F
time
(squ
serv

.7:0.3, and 1:0
sed on these re
h fewer server
acity sum of e

Fig. 8 Compa

Fig. 9 Compar

Fig. 10 Compa

B. Waiting Sys

Fig. 9 shows 
es of class-1 
uare markers),
vice facility ca

1.5

2

2.5

3

3.5

4

4.5
M
ea
n
 s
o
jo
u
rn
 t
im

e

0.5:0.5 achieve
esults, we conc
rs realizes high
each server is u

arison of the los

rison of the mea

arison of the me

tem  

the relationsh
requests (rou

, and class-3 r
apacities for N

10 15 20

Service 

e approximate
clude that a m
her performan
used. 

ss probability (S

an sojourn time 

ean sojourn time

hip between 
und markers)
requests (cross
SC (straight li

25 30 3

facility capacity

ly the same va
multi-server sy
nce when the s

 

S=1, SFC=20)

 

(S=1, SFC=15)

 

e (Ar=0.7, S=1)

the mean soj
, class-2 requ
s markers) and
ines), RST (da

5 40

NSC

RST

NNR

alues 
ystem 
same 

) 

) 

ourn 
uests 
d the 

ashed 



International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:10, No:7, 2016

1306

 

lin
pr
0.
re
th
NN
tim
sm
th
is 

wa
cla
m
th
be
Ho
th
th
str
ca
str
mu

nes), and NNR
repared, and ea
6. Notice that
quests increas
e other hand, t
NR strategy is
mes of class-1
maller than tho
e mean sojour
smaller than t
Fig. 10 com

aiting queue i
ass-3 requests

marker and line
e SFC decreas

ecomes smalle
owever, the d
ese strategies 
eir sojourn tim
rategies that re
alculations than
rategies for th

multi-server PS
 

Fig. 11 Comp
 

Fig. 12 Comp
 

R (dotted line
ach server had
t the mean soj
se as the servi
the mean sojou
s maximized w
1 and class-2 
ose of the RST
rn time of clas
that of the NSC

mpares the me
in the waiting
s for the NSC
e styles are the
ses, the mean 
er than that o
differences in 

are much sma
mes. Based on
ealize higher p
n the RST stra
he waiting sy
 system. 

parison of the m

parison of the m

es) strategies. 
d the capacity 
journ times of
ce facility cap
urn time of cla
when SFC=20
requests of th

T and NNR stra
ss-3 requests o
C and RST str

ean waiting ti
g systems of c
C, RST, and N
e same as thos
waiting time f

of the NSC a
the mean wai

aller than the 
n these results,
performances a
ategy are the m
ystem of the 

mean sojourn tim

mean waiting tim

Three servers
ratios of 1, 0.

f class-1 and c
pacities increa
ass-3 requests 
0. The mean s
he NSC strate
ategies. Furthe
of the NNR st
rategies. 
imes in the s
class-1, class-
NNR strategie
se used in Fig.
for the RST st

and NNR stra
iting times be
differences be
, the NSC and
and easier algo

most suitable r
prioritized, l

 

me (S=1, SFC=1

 

me (S=1, SFC=1

 

s were 
.8, and 
class-2 
se. On 
for the 
ojourn 
gy are 
ermore, 
trategy 

service 
2, and 
s. The 
. 9. As 
trategy 
tegies. 

etween 
etween 
d NNR 
orithm 
routing 
limited 

15) 

15) 

F
time
rate
line
mea
num

F
wai
clas
mar
Wh
rapi

A
serv
are
for
also
stra
thes
in t
eval

In
syst
sojo
stra
high
othe
stra
mul
stra
algo
for
PS s

In
time
rout
and
RR

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

Fig. 11 shows
es of class-1, 

es for the NSC
e styles are the
an sojourn tim
mber of arrivin
Fig. 12 compa
ting queue in

ss-3 requests f
rker and line
en an arrival r
idly increase.

A prioritized,
ver can have v
allowed in eac
this system th

o proposed, and
ategies were di
se strategies, s
the service w
luated via sim
n the loss syst
tem, the NSC
ourn time bet
ategy reduced i
her performan
er strategies w

ategy for the
lti-server PS

ategies that rea
orithms than th
the waiting sy
system. 
n the future, w
e distribution
ting strategy o

d the routing st
system. 

L. Kleinrock, "T
Vol.1, No.14, 24
G.Fayolle and I.
J.A.C.M Vol.27
E. Altman, K.
sharing”, Queue
M. Haviv and J.
processor sharin
189(2008), 375-
G. Yamazaki an
sharing system
(1987).  
Y. Shikata, W
Processor-Sharin
Conference on O
H.L. Chen, J. Ma
load balancing d
V. Gupta, M. H
join-the-shortest

s the relations
class-2, and 

C, RST, and N
e same as tho

me of class-3 r
ng requests tha
ares the mean
 the waiting s
for the NSC, 
styles are the
rate exceeds a 

IV. CON

limited multi
various capaci
ch PS server w
hat factors in t
d performance
iscussed. Prac

such as the loss
waiting queue, 
mulation.  

tem of the prio
strategy exten
tween each c
it. Furthermor

nce and an easi
was determined
e loss system

system. Mo
alize higher per
he RST strateg
ystem of the p

we plan to stu
n, or inter-arr
of a prioritized
trategies of a 

REFER

Time-Shared Syste
42-261 (1967). 
Mitrani, “Sharing
, No.3, July 1980
Avrachenkov an

eing Syst (2006) 5
. Val, “Mean sojo
ng system”, Euro
-386 
d H. Sakasegawa,

ms, Management 

W. Katagiri, and
ng System with i
Operations Resear
arden, and A. Wie
designs”, In Proce
Harchol-Balter, K
t-queue routing fo

ship between 
class-3 reques

NNR strategies
ose used in Fig
requests is aff
an class-1 and 
n waiting tim
systems of cla
RST, and NN

e same as tho
 certain value,

NCLUSION 

i-server PS sy
ities and N (≥
was proposed. 
the capacity o
e evaluation pr
ctical perform
s probability, m
and mean so

oritized, limite
nded the diffe
class request,
re, the NSC str
er calculation 
d to be the mo
m of the pr
oreover, the 
rformance and
gy are suitable
prioritized, lim

udy the influe
rival time dis

d, limited multi
prioritized, lim

RENCES 
ems: A Theoretica

g a Processor Amo
0. Pp519-532 
nd U. Ayesta, “A
53:53-63 
ourn times for pha
opean Journal of 

, “An optimal des
Science”, vol.

d Y. Takahashi, 
its Performance A
rch, August 30 - 1
erman, “The effec
eedings of IEEE I

K. Sigman, and W
or web server farm

the mean soj
sts and the ar
s. The marker
g. 9. Note tha
fected more by

class-2 reque
mes in the ser
ass-1, class-2,
NR strategies.
se used in Fi
, the waiting t

ystem where
≥2) priority cla

Routing strate
of each server
rocedures for t

mance measure
mean waiting
ojourn time, w

ed multi-serve
erence of the m
, while the N
rategy that rea
algorithm than

ost suitable rou
rioritized, lim

NSC and N
d easier calcula
e routing strate
mited multi-se

ence of the ser
stribution, on
i-server PS sy
mited multi-se

al Treatment", J.A

ong many Job Cla

A survey on proc

ase-type discrimin
Operational Res

ign problem for li
.33(8), pp.1010-

“Prioritized Li
Analysis”, Interna
1, 2011 Zurich. 
ct of local schedul
INFOCOM, 2009
W. Whitt, “Analy
ms”, In Proceedin

ourn 
rrival 
r and 
at the 
y the 
sts. 
rvice 
, and 
The 

g. 9. 
times 

each 
asses 
egies 
r was 
these 

es for 
time 
were 

er PS 
mean 
NNR 
alizes 
n the 
uting 
mited 
NRR 
ation 
egies 
erver 

rvice 
n the 
ystem 
erver 

A.C.M 

asses”, 

cessor 

natory 
earch, 

imited 
--1019 

imited 
ational 

ling in 
. 

ysis of 
ngs of 



International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:10, No:7, 2016

1307

 

 

Performance, page 180, 2007. 
[9] E. Altman1, U. Ayesta, and B.J. Prabhu, “Load Balancing in Processor 

Sharing Systems”, Telecommunication Systems, June 2011, Volume 47, 
Issue 1-2, pp 35-48. 

[10] M. Haviv and T. Roughgarden. “The price of anarchy in an exponential 
multi-server”, Operations Research Letters, 35:421–426, 2007. 

[11] H. Kameda, E. Altman, O. Pourtallier, J. Li, and Y. Hosokawa. 
“Paradoxes in performance optimization of distributed systems”, In 
Proceedings of SSGRR 2000 Computer and ebusiness conference, 2000. 

[12] D. Starobinski and T. Wu. “Performance of server selection algorithms 
for content replication networks”, In IFIP Networking, 2005. 


