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Abstract—Nowadays, the dissemination of information touches
the distributed world, where selecting the relevant servers to a user
request is an important problem in distributed information retrieval.
During the last decade, several research studies on this issue have been
launched to find optimal solutions and many approaches of collection
selection have been proposed. In this paper, we propose a new
collection selection approach that takes into consideration the number
of documents in a collection that contains terms of the query and the
weights of those terms in these documents. We tested our method and
our studies show that this technique can compete with other state-of-
the-art algorithms that we choose to test the performance of our
approach.
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I. INTRODUCTION

HE growth of the Internet and digital libraries increased the

attention to the problem of information retrieval in a
distributed environment, where the resources of information are
becoming increasingly important, and their contents cannot be
explored, and indexed by a centralized information retrieval
system.

Distributed information retrieval is an effective solution to
these problems, where the task is to find the information needed
by a user in an efficient manner. Thus, in the search part of
distributed information retrieval we need to select the relevant
resources and submit an appropriate query for them [8], [9].

A distributed information retrieval system which conducts
research on a set of distributed collections of documents is
usually composed of a broker and a set of servers. These servers
are all available and known by the broker, and each server has
a collection of documents and an information retrieval system
that ensures the search in this collection. Upon the receipt of a
request, the broker selects a subset of servers among those he
knows in an efficient manner, so he can determine the set of
servers that are most likely relevant to respond to the request of
the user. This transaction, which represents the server selection
feature, is called server selection or collection selection [3]-[9].

In this paper, we focus on the problem of collection selection,
which is an important task of information retrieval in a
distributed environment, where we present our proposed
collection selection method. For each entered query, our
method ranks collections according to the weights of the query
terms in documents of a collection that contain those terms, the
number of these documents and the number of query terms
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which emerged in this collection. If the query terms present a
high weight in documents of a collection compared to other
collections, the collection should be well classified. By the tests
of our approach's performances, the experiments show that our
technique can compete with other state-of-the-art methods that
we choose for the tests.

II. RELATED WORKS

Finding the best collection selection strategy is a complex
optimization problem and several approaches are proposed in
the literature. In this section, we describe the principle of
collection selection methods; CORI [2], CVV [5] and vGIOSS
[4].

A.CORI

CORI is a collections ranking method, by using a Bayesian
inference network to classify these collections [2].

The CORI method uses document frequency (DF) and
collection frequency (SF), where each query term is evaluated
separately, and the probabilities are calculated using document
frequency DF and the inverse collection frequency L, [6], [7].

The inverse collection frequency I can be calculated as:

ISI+o.
I _ lug( SS;ZS) (1)
St ™ 1og(|S|+1)

The document frequency Tsi; can be calculated as:

_ _ log(DF;+0.5)
Tse=de+(1—dp)+ —log(DF’?;”+1) ()

The belief is calculated using:
ptels) = dp + (1 —dp). Ts,e- I, 3)

The ranking score of the collection for the query q is the sum
of all beliefs p(ty|si ), where t € q:

lql .

CORI(q,50) = P (t1 - t,y|s:) = —E":l’;g"lsl) )
where, S: All known servers by the broker of search (s, s2, ...),
[S]: The total number of servers, SFx is the number of servers
where s; € Sand DF;y > 0., s;: the search server, q: The query
(t1, t2, ...), |q): The number of query terms, t.: the k™ term of
query q, DFix: The number of documents containing the term tx
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in the server s;, DF™;: The maximum DF of all terms in the
server s;, dy: The default belief is fixed at 0.4, di: The default
frequency of the term is fixed at 0,4, T ;: The weight of the term
t in the collection s;, L. The inverse frequency of collection
[5].

B.CVV

CVV "Cue Validity Variance" is a server selection method
based on the CVV of terms of a given query. The objective of
the CVV method is to identify collections with a high
concentration of query terms, which weighs the terms according
to their power of discrimination between collections. [1]-[9].
Terms that can discriminate servers have a higher CVV value
and thus they contribute to give a high score to the server s; [5].

The technique begins with the calculation of the cue validity
of each term t; in each collection s;, or CV (t;, si) or CVj; [6]:

DFi']'
— SSi
CVij = pry; sl pry )
iy Zizi PPk
SSi yf s

where CVj; is the cue validity of the term t; in the collection s;.
The CVYV is the variance of CV across all collections.
A )
Cvy; = T (6)
where; CV,; is the average of CVj jon all servers.
The score of a server is:

$Si(q) = X cvv j - DFy ()

where; S: All known servers by the broker of search (si, so, ...),
[S|: The total number of servers, SFk is the number of servers
wheres; € S and DFj > 0, si: the search server, q: The query
(t1, t2, ...), |q): The number of query terms, t.: the k'™ term of
query g, DFix: The number of documents containing the term t
in the server s;, SS;i: The number of documents in the server s;
[5].
C.vGIOSS

vGIOSS is a method of servers ranking where each server
uses an information retrieval system based on the vector model
[6]. vGIOSS assumes that users are not interested in all
documents containing query terms but by the documents which
have the similarity with the query is greater to a threshold [6].
vGIOSS search to recover more information about the
content of servers.
One of the proposed solutions is to use matrices:
o F = (fj): fjj is the number of documents in the collection
containing the term t;.
0 W = (wj): wj is the sum of the weights of term t; over all
documents in the collection s;.
The weight of a term ¢ is distributed evenly over all the
documents that contain it. This means that t; has the weight:

Ty (3)

In all documents of the server s; that contain the term tj. With
this assumption, two scenarios are available: vGIOSS scenario
with high correlation and vGIOSS disjoint scenario.

1.vGIOSS Scenario with High Correlation

vGIOSS suppose that if two words occur together in a user's
request, these terms appear in the collection of documents with
the highest possible correlation.

Calculating the estimation of similarity between the query q
and each server according to a certain threshold is given by:

Estimate (1,q,5) = X7_,(fy; — fij-1) X sim; 9
where:
sim; = ZLq:lj qr X % (10)

I: The threshold, qx: The frequency of term t in the query q, p:
The order of the term t, in the query q defined as:

sim,, =z}j='qux%>z (11)
ity = Tl i X TS 1 (12)

i.e. simp > | et simp; < | (the fij must be sorted 0<fip<fi;<...);
where |q|: The number of query terms.

2. vGIOSS Scenario Disjoint

If two terms t; and t, appear together in a query q, these terms
should not appear together in a document of the selected server.

The estimate of similarity between a server and the query is:

Estimate (1,q,8) = X Wik (13)

ZeLiqu(r, >0 n s I

where; I: The threshold, qx: The frequency of term t. in the
query q, |g): Number of query terms, fi: The number of
documents in the collection s; that contain the term tx, wix: The
sum of the weight of term t, in all documents of the collection
si [4].

III.PROPOSED APPROACH

In this section, we are interested in presenting our proposed
approach.

A.Research Questions

We state the assumptions where our approach is based on
three hypotheses to clarify the problem:

Hypothesis 1: For a query term, the weight distribution on
documents containing that term and the number
of those documents in the server s;, are important.

Hypothesis 2: Take into account the number of query terms that
appears in the server s;, we assume that the query
terms appear in a server, are in the same
document.

Hypothesis 3:If the query terms occur with a high weight in
documents of a collection compared to other
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collections, this collection should be well
classified.

B. Proposed Approach
1.Calculate the Weight Distribution

The weight distribution of the query term tx on documents
of the server s; containing this term is calculated using the
following formula:

dist (ty, s;) = —ik (14)

DFyy

2.Calculate the Number of Query Terms

The number of query terms that appears in the server s; is
calculated using the formula:

Forall kin {1, .., |q]}, if (Wix!=0)
nb_terme_requete(s;) = nb_terme_requete(s;)+1.

where |q] is the size of the query.

3. Calculate the Number of Documents Containing the Query
Terms in the Server s;

DF; =30, DF,), (15)

4. Calculation of the Similarity between the Query q and the
Collection s;

Calculate the score of a server to a posed query by using the
formula:

__ nb_terme_request(si)

Sa(a.5) = " x DF; x 23 dist(ty,s)  (16)
where; dist(t,si): The weight distribution of the query term tc
on the documents containing that term in the server s;,
nb_terme request(si): the number of query terms that appears
in the server s; DF;. The number of documents containing the
query terms in the server s;.

IV.EXPERIMENTAL STUDIES

After the description of our proposed approach to the
problem of selecting relevant servers in a distributed
environment, we present the results of experiments that conduct
to test the performances of our proposed approach. These tests
are based on comparing the performances of our proposed
approach with the performances of collection selection methods
CORI, vGIOSS scenario with high correlation, vGIOSS
scenario disjoint, and CVV, that we have describe their
principles.

To make this comparison we study for each method and our
proposed approach: the evolution of the selection time relative
to the number of available servers. We also study the returned
selection results to the posed queries, by the Px and Rx
measures which are described below.

A.Our Test Collection

Concerning the test corpora of different servers, to conduct
our experiments we used a corpus for each server. A server is

represented by the index corpus that is generated by an
information retrieval system. Documents are textual documents
in the French language.

B.The Queries of Tests

Query 1:"Object oriented programming ".
uery 2:"server’s selection in a distributed information
ry 2:" ? lect distributed inf t
system".
uery 3:"Flowers and plants in the environment".
ry 3:"Fl d plants in th t"

C.Evaluation

To evaluate the performances of our selection approach, we
choose to study the change of selection time relative to the
number of available servers. We also use the evaluation Px and
Rx metrics which are defined as:

e Px determines the proportion of the relevant servers
compared to the selected servers (x):

Px — |NbSer;JPertx| (17)

such as [NbServPertx|: The number of relevant servers from

selected x servers.

e Rx: determines the proportion of relevant documents
associated to the selected servers when x servers are
selected:

— z:?:17'1'

Re =" (18)
such as ri: The number of relevant documents in the server s;,
Pert: The number of relevant documents in the set of servers in
the system.

D.Evaluation and Comparison

1.Evaluation and Comparison by Selection time

The query used for the test of selection time is:

Query 2: "Selection of servers in a distributed information
retrieval system".

e By examining Fig. 1, we note that:

The results show that the selection time of our proposed
approach increases linearly with the increasing of the size of the
test set, and we note that it is the shortest time compared to the
four other methods, because of the simplicity of the calculations
of our proposed approach.

We conclude that the selection time is relatively related to
the number of available servers for our proposed approach.

For a corpus size of 100 servers (index) we obtained the
following results:

- CORI: 363 milliseconds.

- CVV: 3629 milliseconds.

- VGIOSS scenario with high correlation: 14 milliseconds.
- Disjoint vGIOSS scenario: 4 milliseconds.

- Proposed approach: 3 milliseconds.

e By examining Fig. 2, we note that:

The results show that our selection approach proposed
presents Px is equal to 100% for a selected number of servers
equal to 1. The same remark for the four selection methods, and
gradually the measure Px will decrease because of the
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proportion of relevant servers to selected servers. We note that
the performance of our approach is similar to that of CORI and
our approach gives better results compared to the results of the
three other selection approaches: vGIOSS scenario with large,
vGIOSS scenario disjoint, and CVV, i.e. the proportion of one
of the relevant selected servers by our approach is the largest
compared to the other three approaches.
e By examining Fig. 3, we note that:

The results show that our proposed approach Rx increases to

100%, and the proportion of relevant documents (belonging to
the selected servers) increases with the increasing of the number
of selected relevant servers. The same can be said for the four
other selection methods, and we also note that our approach
gives better results compared to the results of selection
approaches: vGIOSS scenario with high correlation and
vGIOSS disjoint, i.e. the number of relevant documents
belonging to selected servers by our approach among existing
relevant servers is high compared with these two approaches.
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Fig. 1 Comparison between the proposed approach with the collection selection approaches (CORI, CVV, vGIOSS scenario and high
correlation, vGIOSS disjoint scenario) using the evolution of time selection related to the number of available servers
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Fig. 2 Comparison between the proposed selection approach and the selection approaches (CORI, CVV, vGIOSS scenario with high correlation
vGIOSS disjoint scenario) using the Px metric for the overall results returned for the three queries
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Fig. 3 Comparison between the proposed selection approach and the selection approaches (CORI, CVV, vGIOSS scenario with high
correlation, vGIOSS disjoint scenario) using the Rx metric for the overall results returned for the three queries
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V.CONCLUSION

Our approach takes into account the weight distribution of
the query terms in the documents containing these terms and the
number of documents containing query terms in a server, i.e.
the query terms occurring with a high weight in documents of a
collection compared to other collections, the collection should
be well classified. In this paper we have reported the following
conclusions based on our experiments:

e Concerning the proportion of the relevant servers
compared to selected servers, the performance of our
approach and CORI are similar, and it gives better results
compared to the results of the CVV vGIlOSS scenario with
high correlation and vGIOSS disjoint scenario approaches.

e In terms of proportion of relevant documents belonging to
the selected servers compared to existing relevant
documents, our approach also gives better results
compared to the results of scenario approaches: vGIOSS
with high correlation and vGIOSS disjointed.
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