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Abstract—This paper presents a hybrid fuzzy logic control 

strategy for a unicycle trajectory following robot on irregular terrains. 

In literature, researchers have presented the design of path tracking 

controllers of mobile robots on non-frictional surface. In this work, 

the robot is simulated to drive on irregular terrains with contrasting 

frictional profiles of peat and rough gravel. A hybrid fuzzy logic 

controller is utilised to stabilise and drive the robot precisely with the 

predefined trajectory and overcome the frictional impact. The 

controller gains and scaling factors were optimised using spiral 

dynamics optimisation algorithm to minimise the mean square error 

of the linear and angular velocities of the unicycle robot. The robot 

was simulated on various frictional surfaces and terrains and the 

controller was able to stabilise the robot with a superior performance 

that is shown via simulation results.  

 

Keywords—Fuzzy logic control, mobile robot, trajectory 

tracking, spiral dynamic algorithm. 

I. INTRODUCTION 

OBILE robots have been of great interest to many 

researchers due to their various applications. Mobile 

robots have been used widely in industry for goods 

transportation, surveillance and security. Various path 

following and tracking controllers with high precision were 

developed by researchers [1]-[3].  

An adaptive controller was developed by Martins et al. 

(2014) as in [1] based on both the kinematic and dynamic 

model of a unicycle. The authors utilized a robust updating 

law to avoid the drifting of the robot and kept the control error 

in bounded region to overcome instability problems. The 

authors presented a successful control results both in 

simulation and experimentally using Pioneer 2-DX robot 

platforms.  

Fuzzy logic control (FLC) strategy has been adopted by 

Castillo et al. [2] and Martinez et al. [3] to control a unicycle 

robot. The authors have utilised a FLC based on back stepping 

control to ensure system stability.  

Petrov and Dimitrov [4] presented a path tracking nonlinear 

controller for a differential drive robot. A backstepping control 

has been utilised to control the robot system and resulted in a 

fast exponential stability toward the predefined path. Stability 

analyses were reported using Lyapunov stability theory. The 

results have presented the feasibility of the proposed control 

 
Abdullah M. Almeshal, Mohammad R. Alenezi, and Talal H. Alzanki are 

with the Electronics and Communication engineering department, College of 

technological studies, Public authority for applied education and training 
PAAET, Kuwait (e-mail: am.almeshal@paaet.edu.kw). 

strategy with a superior control performance. Previous studies 

have focused on the design of path tracking controllers of 

mobile robots on non-frictional surfaces.  

In this paper, we utilise a hybrid fuzzy logic control strategy 

developed by Almeshal et al. [5], [6] for path tracking of a 

unicycle mobile robot on an irregular terrain. Studying the 

impact of irregular terrains on the performance of path 

tracking strategy of the robot will contribute to the literature 

and thus enables the development of more mobility 

applications that are based on the differential drive and 

unicycle robots.  

The paper is organised as follows, section two is the 

description of the system and the mathematical modeling of 

the unicycle robot. Section three is the hybrid fuzzy logic 

control strategy. Section four is the spiral dynamic 

optimisation algorithm and the optimal controller gains. 

Section five is the irregular terrain and environment modeling. 

Section six presents the simulation results and discussion and 

finally the conclusion in section seven.  

II. SYSTEM DESCRIPTION 

The robot considered in this paper is a unicycle mobile 

robot, reported by Klancar et al. [7], and is described by the 

following equation of motion.  

 

                        (1) 

 

where v is the linear velocity and w is the angular velocity of 

the robot. The right and left wheel motor velocities can be 

expressed as  and  respectively. Given a 

reference path ( ), the required inputs can be 

calculated as  
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where  represents the path curvature and = 0,1 for 

forward or backward movement. The angular velocity is 

derived by differentiating (4) with respect to time as 
 

                      (5) 

III. HYBRID FUZZY LOGIC CONTROL STRATEGY 

Fuzzy logic controllers have been proven to be powerful in 

controlling non-linear systems. The FLC comprises model-

free control approach for complex systems that are difficult to 

be described and modelled mathematically. A hybrid fuzzy 

logic control (FLC) strategy was developed by Almeshal et al. 

[8]-[10]. 

The system consists of two control loops with two hybrid 

FLC controllers. Each hybrid FLC controller is composed a 

proportional-derivative plus integral controller followed by a 

fuzzy controller that work together to fine tune the control 

signal and thus driving the robot to the desired reference path. 

The hybrid FLC is presented in Fig. 1. 

 

 

Fig. 1 Hybrid FLC controller block diagram 

 

The inputs for the hybrid FLC are the error signal, change 

of error and the sum of previous errors. The FLC is of 

Mamdani-type with Gaussian membership functions, 

presented in Fig. 2, to smooth the outputs. The linguistic 

variables describing the inputs and outputs were chosen as 

Positive Big (PB), Positive Small (PS), Zero (Z), Negative Big 

(NB) and Negative Small (NS) with 25 fuzzy rule base 

described in Table I 
 

TABLE I 

FUZZY RULE BASE 

e   
e’
 NB NS Z PS PB 

NB NB NB NB NS Z 

NS NB NB NS Z PS 

Z NB NS Z PS PB 

PS NS Z PS PB PB 

PB Z PS PB PB PB 

 

 

Fig. 2 Mamdani Fuzzy membership functions for the inputs and 

outputs of the system 

In order to achieve an optimal control with the minimum 

control efforts with feasible gains, a spiral dynamic 

optimisation algorithm (SDA) will be adopted to optimise the 

controller gains. In the next section, the SDA optimisation will 

be integrated into the control system.  

IV. SPIRAL DYNAMIC OPTIMISATION ALGORITHM 

Spiral dynamic algorithm is a metaheuristic optimisation 

algorithm inspired by the spiral phenomena in nature, such as 

whirling current, developed by Tamura and Yasuda [11]. It is 

relatively new optimisation algorithm and was reported first 

for two dimensional search spaces [11]. Later, it was derived 

into a general model for n-dimension problem. The common 

feature of logarithmic spirals motivated the authors in 

developing the algorithm, which they believed could make an 

effective search strategy. The algorithm was tested and 

compared with other proven search strategies, such as Particle 

Swarm Optimisation (PSO), and showed either a better or 

equal performance in terms of accuracy and speed of 

convergence.  

The algorithm is based on spiral search trajectories. One of 

the strength features of the algorithm is in in the 

diversification and intensification at the early and later phases 

of the search trajectory. Diversification is to search for better 

solutions by searching in a wider area of the search space, 

while intensification is to search for better solutions by 

searching intensively around a good solution. Table II presents 

a description of parameters used in the SDA optimisation 

pseudo code.  
 

 
 

 

 
 

 

κ (t) β



International Journal of Electrical, Electronic and Communication Sciences

ISSN: 2517-9438

Vol:8, No:10, 2014

1620

 

 

TABLE II 

SDA OPTIMISATION NOMENCLATURE 

Parameter Description 

θ  
Rotation angle, 0 ≤ θ ≤ 2π  

kmax  Maximum iteration number. 

r
 Convergence rate of distance between a point and the origin, 

0 ≤ r ≤1 
Ri, j

 Rotation matrix between xi – xj planes 

m Dimension of the search space 

 

where the rotation matrix for the n-dimension SDA algorithm 

is defined as  
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The n-dimension spiral dynamic model is expressed using 

the rotational matrix as: 

 

xi (k +1) = Sn (r ,θ )xi (k)− (Sn (r,θ )− In )x
*

              (6) 
 

where 

Sn(r ,θ )x(k) = ( Rn−i,n+1− j

n (θn−i,n+1− j ))
j=1

i

∏
i=1

n−1

∏  

 

The n-dimension SDA optimisation pseudo code reported in 

[11] is as follows: 

 

Step 0: Preparation 

Select the number of search points m ≥ 2 , parameters 

0 ≤ θ < 2π , 0 < r <1  of Sn (r,θ ), and maximum number 

of iterations kmax   

Set k = 0 . 

Step 1: Initialization 

Set initial points xi(0)∈ Rn, i =1, 2,...m  in the feasible 

region at random and centre x*
as x* = xig (0) , 

ig = arg mini  f (xi (0)), i = 1,2,...,m . 

Step 2: Updating xi 

  xi (k +1) = Sn (r,θ )xi (k)− (Sn(r,θ )− In )x
*  

      i =1, 2,...,m . 

Step 3: Updating x*
 

x* = xig (k +1) ,  

ig = arg mini  f (xi (k +1)), i =1,2,...,m . 

Step 4: Checking termination criterion 

If k = kmax then terminate. Otherwise set k = k +1, and 
return to step 2. 

 

The performance index of the system is chosen as the 

minimum mean squared error (MSE) of system response. The 

MSE is calculated for each control loop in the system as 

follows:  

 

MSE 1= min
1

N
(xd −

i=1

N

∑ xa )
2







 (7) 

 

MSE 2 = min
1

N
(yd −

i=1

N

∑ ya )
2






 

(8) 

 

The objective function is chosen as the summation of the 

MSE of the system which can be expressed as the summation  
 

                    J =MSE1 + MSE2 (9) 
 

Hence; minimizing the objective function J will result in 

finding the optimum control parameters with the minimum 

mean square error of the overall system response 

In order to restrict the optimisation algorithms to search 

within the feasibility region of the system, which is the 

stability region of the vehicle, system constraints must be 

defined to ensure stability.  

Constrained optimisation is used to limit the system within 

the stability region while searching for optimum parameters. 

The stability bounds are defined by using trial and error and 

defining a feasible interval for each control parameter; shown 

in Table III, that assures the stability of the system.  
 

TABLE III 

BOUNDARY LIMITS OF CONTROLLER GAINS 

Boundaries 
Loop 1 Loop 2 

Kp Kd Ki Kp Kd Ki 

Lower 0.5 0.5 0.1 0.5 4 0.01 

Upper 100 8 2 100 30 5 

 

Penalty methods are used to convert the constrained 

optimisation problem into an unconstrained problem by 

adding a penalty function P(x) to the objective function when 

the constraint is violated. The cost function of the system can 

be rewritten as: 

 

J(x)=
J(x) x ∈ feasible  region

J(x)+P(x) x ∉ feasible  region







 

 

where J(x) represents the cost function and P(x) represents the 

penalty function. The penalty function is added to the cost 

function to result in a very high cost whenever a constraint is 

violated. The penalty function is defined as ten times the cost 
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function of the unfeasible region and zero otherwise. This can 

be expressed as:  

 

P(x) =
0 x ∈ feasible  region

10. J(x) x ∉ feasible  region





  

V. IRREGULAR TERRAINS AND ENVIRONMENT MODELLING 

To simulate the robot to drive on various outdoor 

environments of contrastive frictional profils, environment 

modelling must be integrated into the simulation blocks. 

Environment modelling is based on study of soil mechanics 

and was reported in literature, specifically in locomotion 

systems; by many researchers to enable them study the foot-

ground interaction forces. Silva et al. [12] have used a 

modified spring-damper dashpot system to simulate different 

types of grounds to study the foot-ground interaction for 

locomotion systems. They have presented the modification by 

changing the parameters of damping and stiffness B and K 

respectively for both horizontal and vertical deflection forces. 

The contact of the foot and ground can be described by the 

nonlinear equations:  

 

fiηF = −KηF (ηiF −ηiF0 )−BηF
,
[−(yiF − yiF0 )]

vn ( ɺηiF − ɺηiF0 ) (10) 

 

−BηF
, (−∆iyFMax )

vη = −BnF  
(11) 

 

where  

KηF
= Linear stiffness factor 

BηF
, = Nonlinear damping factor 

η  = Directions in x and y 

xif 0, yif 0= Coordinates of the wheel-ground touchdown  

vη = A parameter dependent on ground characteristics with 

0.9< ηv <1.0 

∆iyFMax
= Maximum penetration depth of wheel into ground 

The linear damping and stiffness parameter values for 

different ground profiles, extracted from soil mechanics and 

Young’s modulus of elasticity of gravel and sand soil types is 

presented in Table IV. 
 

TABLE IV 
YOUNG’S MODULUS OF ELASTICITY FOR GRAVEL AND SAND SOIL TYPES 

Soil type 
KxF 

(Nm-1) 

BxF 

(Nsm-1) 

KyF 

(Nm-1) 

BxF 

(Nsm-1) 

Gravel 17362028 12500 22735988 14305 

Sand 6944811 7906 9094395 9047 

 

In this work, the robot will be simulated on a soil that 

contains a mixture of gravel and sand to allow increasing the 

roughness of the terrain.  

VI. SIMULATIONS AND RESULTS 

The robot model will be simulated using Matlab/Simulink 

environment and using Runge-Kutta method for solving the 

model differentially. The system was simulated with 100 

iterations to find the optimal gains of the control system. Fig. 

3 shows the convergence of the cost function. The SDA 

optimisation found the optimal values of the gains that lead to 

the minimum cost function within 12 iterations.  

 

 

Fig. 3 Cost convergence plot 

 

The optimal gains were then used to simulate the vehicle on 

an irregular terrain of mixed sand and gravel with a noticeable 

roughness. Fig. 4 presents the system response in path 

following a predefined 8-shape-trajectory over an irregular 

terrain while Fig. 5 shows the error convergence of the angular 

and linear velocities of the unicycle robot.  

The robot was able to drive on the terrain and follow the 

predefined 8-shape-trajectory with minimal oscillations that 

are noticeable on the turn points. This is due to the effect of 

the irregularity of the ground that affects the robot’s yaw angle 

and cause drifts at some points.  

 

Fig. 4 Path following movement scenario over an irregular terrain 
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Fig. 5 Error convergences of the angular and linear velocities of the 

robot while moving on the frictional terrain 

VII. CONCLUSION 

This paper presented a hybrid fuzzy logic control strategy to 

control a path following unicycle robot moving on irregular 

terrains of different soil types. A spiral dynamic optimisation 

algorithm was used to optimise the hybrid FLC control gains 

and minimise the mean square error of the system. The SDA 

algorithm optimised the controller with the optimal gains 

within 12 iterations. The optimal controller gains were used to 

simulate the unicycle robot over a mixed soil type of sand and 

gravel with irregular profile. The robot was able to drive on 

the terrain and follow the predefined trajectory with a high 

degree of robustness. The presented simulation results show 

the effectiveness of the hybrid FLC control strategy to 

stabilise the robot. Further work will be carried out 

experimentally to incorporate testing the hybrid FLC over a 

real prototype of the unicycle robot.  
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