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 
Abstract—Microarray technology is universally used in the study 

of disease diagnosis using gene expression levels. The main 
shortcoming of gene expression data is that it includes thousands of 
genes and a small number of samples. Abundant methods and 
techniques have been proposed for tumor classification using 
microarray gene expression data. Feature or gene selection methods 
can be used to mine the genes that directly involve in the 
classification and to eliminate irrelevant genes. In this paper 
statistical measures like T-Statistics, Signal-to-Noise Ratio (SNR) 
and F-Statistics are used to rank the genes. The ranked genes are used 
for further classification. Particle Swarm Optimization (PSO) 
algorithm and Shuffled Frog Leaping (SFL) algorithm are used to 
find the significant genes from the top-m ranked genes. The Naïve 
Bayes Classifier (NBC) is used to classify the samples based on the 
significant genes. The proposed work is applied on Lung and Ovarian 
datasets. The experimental results show that the proposed method 
achieves 100% accuracy in all the three datasets and the results are 
compared with previous works. 
 

Keywords—Microarray, T-Statistics, Signal-to-Noise Ratio, F-
Statistics, Particle Swarm Optimization, Shuffled Frog Leaping, 
Naïve Bayes Classifier.  

I. INTRODUCTION 

APID and recent advances in microarray gene expression 
technology have facilitated the simultaneous measurement 

of the expression levels of tens of thousands of genes in a 
single experiment at a reasonable cost. Gene expression 
profiling by microarray method has been appeared as a 
capable technique for classification and diagnostic prediction 
of tumor.  

The raw microarray data are images that are transformed 
into gene expression matrices. The rows in the matrix 
correspond to genes, and the columns represent samples or 
trial conditions. The number in each cell signifies the 
expression level of a particular gene in a particular sample or 
condition [1], [2]. Expression levels can be absolute or 
relative. If two rows are similar, it implies that the respective 
genes are co-regulated and perhaps functionally related. By 
comparing samples, differentially expressed genes can be 
identified. The major limitation of the gene expression data is 
its high dimension which contains more number of genes and 
very few samples. A number of gene selection methods have 
been introduced to select the informative genes for tumor 
prediction and diagnosis. Feature or Gene selection methods 
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remove irrelevant and redundant features to improve 
classification accuracy. 

Particle Swarm Optimization (PSO) is one of the Swarm 
Intelligence (SI) optimization techniques simulates the 
behaviour of bird flocking. It is a population-based 
optimization tool, which could be implemented and applied 
easily to solve various function optimization problems. 
Shuffled Frog Leaping (SFL) is swarm intelligence based sub-
heuristic computation optimization algorithm used to solve 
discrete combinatorial optimization problem. 

From the microarray gene expression data, the informative 
genes are identified based on the statistical measures like T-
Statistics, Signal-to-Noise Ratio (SNR) and F-Statistics 
values. The initial candidate solutions of the PSO and SFL are 
obtained from top-m informative genes. The classification 
accuracy of kNN is used as the fitness function for the 
optimization algorithms. Naïve Bayes Classifier is used as the 
classifier to classify the given samples. The classification 
accuracy is obtained from 5-fold cross validation.  

II. RELATED WORK 

In this section the works related with Gene selection and 
tumor classification using microarray gene expression data are 
discussed. An evolutionary algorithm is used to identify the 
near-optimal set of predictive genes that classify the data [3].  
Self-organizing map for clustering tumor data which 
composed of important gene selection step is used by [4]. 
Rough set concept with depended degrees was proposed in 
[5]. In this method they screened a small number of 
informative single gene and gene pairs on the basis of their 
depended degrees.  

A Swarm Intelligence feature selection algorithm was 
proposed based on the initialization and update of only a 
subset of particles in the swarm as in [6]. Gene Doublets 
concept was introduced based on the gene pair combinations 
[7]. A new Ensemble Gene Selection method was applied to 
choose multiple gene subsets for classification purpose, where 
the significant degree of gene was measured by conditional 
mutual information or its normalized form [8].  

A hybrid method was proposed in which correlation-based 
feature selection and the Taguchi chaotic binary PSO is used 
for significant gene selection [9]. Hyper-Box Enclosure (HBE) 
method based on mixed integer programming for the 
classification of some tumor types with a minimal set of 
predictor genes is used in [10]. The use of single gene was 
explored to construct classification model in [11].  

An efficient feature selection approach based on statistically 
defined effective range of features for every class termed as 
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Effective Range based Gene Selection (ERGS) was proposed 
in [12]. BioMarker Identifier (BMI), which identified features 
with the ability to distinguish between two data groups of 
interest, was suggested by [13].  Margin Influence Analysis 
(MIA) was an approach designed to work with SVM for 
selecting informative genes in [14]. A model for feature 
selection using Signal-to-Noise Ratio (SNR) ranking was 
proposed in [15].  

An improved Semi-Supervised Local Fisher discriminant 
(iSELF) analysis for gene expression data classification is 
introduced in [16]. A method that relaxed the maximum 
accuracy criterion to select the combination of attribute 
selection and classification algorithm is introduced by [17]. A 
quantitative measure based on mutual information that 
incorporates the information of sample categories to measure 
the similarity between attributes was proposed by [18]. A 
feature selection algorithm which divides the genes into 
subsets to find the informative genes was proposed in [19]. 

III. STATISTICAL GENE SELECTION METHODS 

Feature selection methods are used to rank the informative 
genes from the microarray data. The statistical feature 
selection methods used for significant gene selection are 
discussed here.  

A. T-Statistics  

Genes, who have considerably different expressions 
involving normal and tumor tissues, are candidates for 
selection. A simple T-statistic measure given in (1) is used by 
to find the degree of gene expression difference, between 
normal and tumor tissues [20].  The top-m genes with the 
largest T- statistic are selected for inclusion in the discriminant 
analysis. 

 

2n
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1v
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




                          (1)  

Here   
1x  - Mean of Normal samples 
2x -  Mean of Tumor samples 

 n1   - Normal Sample size 
 n2   - Tumor Sample size 
 v1  - variance of Normal samples  
  v2  - variance of Tumor samples 

B. Signal-to-Noise Ratio  

An important measure used to find the significance of genes 
is the Pearson Correlation Co-efficient. According to Golub et 
al. [1] it is changed to emphasize the ‘Signal-to-Noise Ratio’ 
in using a gene as a predictor. This predictor is shaped with 
the purpose of finding the Prediction Strength of a particular 
gene by [21]. The Signal-to-Noise ratio PS of a gene ‘g’ is 
calculated by (2). 
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Here  
1x – Mean of Normal samples 
2x - Mean of Tumor samples 

 s1 - Standard Deviation of Normal samples 
 s2 - Standard Deviation of Tumor samples 
This value is used to reveal the difference between the 

classes relative to the standard deviation within the classes. 
Large values of PS (g) indicate a strong correlation between 
the gene expression and the class distinction, while the sign of 
PS (g) being positive or negative corresponds to g being more 
highly expressed in class 1 or class 2. Genes with large SNR 
value are informative and are selected for tumor classification. 

C. F-Statistics  

F-Statistics is the ratio of the variances of the given two set 
of values which is used to test if the standard deviations of two 
populations are equal or if the standard deviation from one 
population is less than that of another population.  In this work 
two-tailed F-Statistics value is used to check the variances of 
Normal Samples and Tumor Samples. Formula to calculate the 
F-Statistics value of a gene is given in (3). Top-m genes with 
the smallest F-Statistics value are selected for inclusion in the 
further analysis. 
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Here 

v1  - Variance of Normal Samples 
v2 - Variance of Tumor Samples 

IV. OPTIMIZATION ALGORITHMS 

A. Particle Swarm Optimization  

PSO is one of the Swarm Intelligence techniques simulate 
the behavior of bird flocking [22]. It is a population-based 
optimization tool, which could be implemented and applied 
easily to solve various function optimization problems.  

PSO is inspired by the flocking behavior of birds. Particles 
in the swarm fly through an environment following the swarm 
members and biasing their movement toward historically good 
position of their environment. It is a population-based search 
algorithm and is initialized with a population of random 
solutions, called particles. Each particle in PSO is associated 
with a velocity. Particles fly through the search space with 
velocities which are dynamically adjusted according to their 
historical behaviors. Therefore, the particles have the tendency 
to fly towards the better search area over the course of search 
process. 

In PSO, each single solution is like a ‘bird’ in the search 
space, which is called ‘particle’. All particles have fitness 
values which are evaluated by the fitness function to be 
optimized, and have velocities which direct the flying of the 
particles. The particles fly through the problem space by 
following the particles with the best solutions so far.  

The original PSO formulae define each particle as potential 
solution to a problem in N-dimensional space. The position of 
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particle i is represented as )iNx,,i2x,i1(xiX  . Each particle 

also maintains a memory of its previous best position, 
represented as )iNp,,i2p,i1(piP  . A particle in a swarm is 

moving; hence, it has a velocity, which can be represented 
as )iNv,,i2v,i1(viV  . 

Each particle knows its best value so far (pbest) and the best 
value so far in the group (gbest) among pbests. This 
information is useful to know how the other particles around 
them have performed. Each particle tries to modify its position 
using the following information: 
1. The distance between the current position and pbest 
2. The distance between the current position and gbest 

This modification can be represented by the concept of 
velocity. Velocity of each agent can be modified by (4). The 
inclusion of an inertia weight in the PSO algorithm was first 
reported in the literature [22]. 

 
)idXgd(P)rand(2c)idXid(P)rand(1cidVwidV   (4) 

 
where 

i   - Index of the particle , },,1{ ni   
N   - Population size 
d   - Dimension, },,1{ Nd   
rand( ) - Uniformly distributed random variable between 0 

     and 1 
Vid  - Velocity of particle i on dimension d 
Xid  - Current position of particle i on dimension d 
c1    - Determines the relative influence of the cognitive 

     component; Self  confidence factor 
c2   - Determines the relative influence of the  social  

     component; Swarm  confidence factor 
Pid  - Personal best or pbest of particle i 
Pgd  - Global best or gbest of the group 
w   - Inertia weight 
The use of the inertia weight w has provided improved 

performance in a number of applications. As originally 
developed, w often is decreased linearly from about 0.9 to 0.4 
during a run. Suitable selection of the inertia weight provides a 
balance between global and local exploration and exploitation, 
and results in less iteration on average to find a sufficiently 
optimal solution.  

The constants c1 and c2 are known as learning factors. They 
represent the weighting of the stochastic acceleration terms 
that pull each particle towards the pbest and gbest positions. 
Thus, adjustments of these constants change the amount of 
stress in the system. Low values allow particles to travel far 
from target regions before being pulled back, while high 
values result in unexpected movement toward, the target 
regions.  The cognitive parameter represents the tendency of 
individuals to duplicate past behaviors that have proven 
successful, whereas the social parameter represents the 
tendency to follow the success of others. Generally c1 and c2 

are set to 2.0 which will make the search cover surrounding 
regions centered at pbest and gbest. Also, if the learning 

factors are equal, the same importance is given to social 
searching and cognitive searching.  

The current position that is the searching point in the 
solution space can be modified by (5). 

 
 ididid VXX                      (5) 

 
All swarm particles tend to move towards better positions; 

hence, the best position (i.e. optimum solution) can eventually 
be obtained through the combined effort of the whole 
population. The PSO algorithm is simple, easy to implement 
and computationally efficient.  

 
PSO Algorithm 
For each particle  
     Initialize particle 
End 
Do 
     For each particle  
          Calculate fitness value 
             If the fitness value is better than its personal best 
              Set current value as the new pbest 
     End 

 Choose the particle with the best fitness value of all as 
 gbest 

     For each particle  
          Calculate particle velocity according equation (4) 
         Update particle position according equation (5) 
     End  
While maximum iterations or minimum error criteria is not attained 

B. Shuffled Frog Leaping 

SFL is swarm intelligence based sub-heuristic computation 
optimization algorithm proposed to solve discrete 
combinatorial optimization problem [23]. A group of frogs 
leaping in a swamp is considered and the swamp has a number 
of stones at distinct locations on to which the frogs can leap to 
find the stone that has the maximum amount of available food. 
The frogs are allowed to communicate with each other, so that 
they can improve their memes using other’s information. An 
individual frog’s position is altered by changing the leaping 
steps of each frog which improves a meme results.   

The search begins with a randomly selected population of 
frogs covering the entire swamp. The population is partitioned 
into several parallel groups (memeplexes) that are permitted to 
evolve independently to search the space in different 
directions. Within each memeplex, the frogs are infected by 
other frog’s ideas; hence they experience a memetic evolution. 

Memetic evolution progresses the quality of the meme of an 
individual and enhances the individual frog’s performance 
towards a goal. To ensure that the infection process is 
competitive, it is required that frogs with better memes (ideas) 
contribute more to the development of new ideas than frogs 
with poor ideas. During the evolution, the frogs may change 
their memes using the information from the memeplex best or 
the best of the entire population. Incremental changes in 
memotype(s) correspond to a leaping step size and the new 
meme corresponds to the frog’s new position. After an 
individual frog has improved its position, it is returned to the 
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community. The information gained from a change in position 
is immediately available to be further improved upon.  

After a certain number of memetic evolution time loops, the 
memeplexes are forced to mix and new memeplexes are 
formed through a shuffling process. This shuffling enhances 
the quality of the memes after being infected by frogs from 
different regions of the swamp. Migration of frogs accelerates 
the searching procedure sharing their experience in the form of 
infection and it ensures that the cultural evolution towards any 
particular interest is free from regional bias.  

Here, the population consists of a set of frogs (solutions) 
that is partitioned into subsets referred to as memeplexes. The 
different memeplexes are considered as different cultures of 
frogs, each performing a local search. Within each memeplex, 
the individual frogs hold ideas, that can be influenced by the 
ideas of other frogs, and evolve through a process of memetic 
evolution. After a defined number of memetic evolution steps, 
ideas are passed among memeplexes in a shuffling process. 
The local search and the shuffling processes continue until 
defined convergence criteria are satisfied. An initial 
population of P frogs is created randomly. For S-dimensional 
problems (S variables), a frog i is represented as 

)iSx,,ix,i(xiX 21 . Afterwards, the frogs are sorted in a 

descending order according to their fitness. Then, the entire 
population is divided into m memeplexes, each containing n 
frogs (Pm×n). In this process, the first frog goes to the first 
memeplex, the second frog goes to the second memeplex, frog 
m goes to the mth memeplex, and frog m+1 goes back to the 
first memeplex, etc. Within each memeplex, the frogs with the 
best and the worst fitnesses are identified as Xb and Xw, 
respectively. Also, the frog with the global best fitness is 
identified as Xg. Then, a process similar to PSO is applied to 
improve only the frog with the worst fitness (not all frogs) in 
each cycle. 
 
SFL Algorithm 
Generate random population of P solutions (frogs);  
Calculate fitness function f value of each frog; 
Repeat for specific number of times 
  Sort the population P in descending  order of their 
  fitness;  
  Divide P into m memeplexes;  
  Repeat for specific number of iterations 
    For each memeplex determine the best and worst   
    frogs Xb and Xw;  
        Identify the best frog for the entire population Xg; 
        Improve the worst frog position using  
        Xw(t+1) =  rand( ) × ( Xb(t)- Xw(t)) 
          If f(Xw(t+1)) < f(Xw(t)) 
              Xw(t+1) =  rand( )× ( Xg(t)- Xw(t)) 
              if f(Xw(t+1) <  f(Xw(t)) 
              generate the random solution for Xw(t+1) 
          end; 
        Combine the evolved memeplexes;  
       end; 
      Present the best frog Xg 

end; 
  

V. NAÏVE BAYES CLASSIFIER 

Naïve–Bayes Classifier (NBC) is widely used for 
classification in machine learning. It is used mostly because of 
its simplicity and classification accuracy as compared to other 
supervised learning methods. The Naïve Bayes method (NB) 
is a simple approach to probabilistic induction that has been 
successfully applied in a number of machine learning 
applications [24]. It follows Bayes theorem with strong 
(Naïve) independence assumptions. NBC assumes that the 
presence (or absence) of a particular feature of a class is 
unrelated to the presence (or absence) of any other 
feature. This assumption is called class conditional 
independence. In this work NBC is used as the classifier. 

VI. PROPOSED METHOD 

The proposed approach is based on PSO and SFL along 
with NBC on the top-m genes (individuals). Fig. 1 gives the 
Schematic representation of the proposed method.  

 

 

Fig. 1 Schematic representation of the proposed method 

A. Particle (or) Frog Representation  

The particle (or) frog should contain the information which 
represents the solution. Fig. 2 shows the candidate solution 
representation in PSO and SFL. The most used way of 
encoding the feature selection is a binary string in which ‘1’ or 
‘0’ is used to mark whether the gene is selected or not. The 
random values are generated for gene position. The genes are 
considered when the value in its position is greater than 0.5, 
otherwise it is ignored.  

 

g1 g2 g3 g4 … gn-1 gm 

0.25 0.56 0.12 0.98 --- 0.43 0.112 

Fig. 2 Particle (or) Frog representation 

B. Fitness Function  

The kNN is an instance-based classifier which works on the 
assumption that classification of unknown instances can be 
identified by relating the unknown to the known instances 
according to some distance or similarity measure. The 
accuracy of kNN is used as the fitness function as in (6) for 
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the optimization algorithms [25], [26]. The fitness function 
fitness(x) is defined as  

 
)Accuracy(xfitness(x)           (6) 

 
Accuracy(x) is the test accuracy of testing data x in the kNN 

classifier which is built with the feature subset selection of 
training data. The classification accuracy of kNN is given in 
(7). 

 

  100 tc)Accuracy(x                           (7) 
 

Here 
c - Samples that are classified correctly in test data bykNN 

Technique 
t - Total number of Samples in test data 

C. K-Fold Cross-Validation  

-fold cross-validation is used for the result to be more 
valuable. In -fold cross-validation, the original sample is 
divided into random -subsamples; one among them is kept as 
the validation data for testing. The remaining -1 sub-samples 
are used for training. The cross-validation process is repeated 
for -times (the folds), with each of the  sub-samples used 
exactly once as the validation data. The average of  results 
from the folds gives the test accuracy of the algorithm. In 
order to achieve a reliable performance of the classifier, the 5-
fold cross-validation method is used in this proposed method. 

VII. RESULTS AND DISCUSSION 

In order to evaluate the performance of the proposed 
method, three datasets were analyzed. The datasets were 
collected from Kent Ridge Biomedical Data Repository. The 
details are given in Table I. In the columns (Class1 and 
Class2) of Table I, the number within the bracket denotes the 
number of samples. The Parameters and their values of PSO 
and SFL are shown in Table II. 

 
TABLE I 

MICROARRAY GENE EXPRESSION DATASETS 

Dataset Name 
Number of 

Genes 
Class1 Class2 

Total 
Samples 

Lung Michigan 7129 Tumor (86) Normal (10) 96 

Ovarian Cancer 15154 Normal (91) Cancer (162) 253 

Lung Harvard2 12533 
ADCA 
(150) 

Mesothelioma 
(31) 

181 

 
From the microarray data, informative genes are identified 

based on T-statistics, Signal-to-Noise Ratio and F-Statistics 
values. The initial candidate solutions of PSO and SFL are 
obtained from the top-m informative genes. The m values are 
taken as 10, 50 and 100. The selected genes are used for 
further classification. The classification accuracy of kNN is 
used as the fitness function for PSO and SFL. By empirical 
analysis the value of k is assigned as 5. The 5-fold cross 
validation method is used to validate the classification 
accuracy. 

 
 

TABLE III 
PARAMETERS AND THEIR VALUES 
Parameter Value 

Particle (or) Frog  size 10, 50, 100 

Number of memeplex (m) 10 

Number of frogs in each memeplex (n) 5 

population size 50 

Maximum no. of Generations 200 

Shuffling iteration 20 

w 0.9 

c1 2.1 

c2 2.1 

Distance Measure in kNN Euclidean distance 

k-value is kNN 5 

 
Tables III and IV show the results obtained from PSO and 

SFL based methods. The tables contain the average 
classification accuracy with top-m genes using NBC. 

 
TABLE IIIII 

EXPERIMENTAL RESULTS OF PSO 

Statistical Measure 
Classification Accuracy (%) 

Lung Michigan Lung Harvard2 Ovarian Cancer 

T-Statistics 

Top-10 95.65 77.5 70.68 

Top-50 95.65 87.5 75.86 

Top-100 100 85 79.31 

SNR 

Top-10 95.65 85 98.27 

Top-50 95.65 100 100 

Top-100 100 100 98.27 

F-Statistics 

Top-10 95.65 97.5 96.55 

Top-50 100 97.5 100 

Top-100 100 100 100 

 
TABLE IVV 

EXPERIMENTAL RESULTS OF SFL 

Statistical Measure 
Classification Accuracy (%) 

Lung Michigan Lung Harvard2 Ovarian Cancer

T-Statistics 

Top-10 91.3 80 70.69 

Top-50 91.3 85 70.69 

Top-100 95.65 87.5 70.69 

SNR 

Top-10 100 97.5 98.27 

Top-50 100 100 98.27 

Top-100 100 100 100 

F-Statistics 

Top-10 95.65 96.55 96.55 

Top-50 100 100 100 

Top-100 100 100 100 

 
Figs. 3 and 4 show the results obtained from NBC through 

the feature selection methods PSO and SFL for top-10, top-50 
and top-100 genes obtained from T-statistics, SNR and F-
Statistics. These results show that for all the three datasets 
100% accuracy is achieved by PSO and SFL. From the results 
it is inferred that the m value does not influence the accuracy 
of the classifier. So the value of m should be identified 
through empirical analysis. 

Tables V-VII give the comparison of the proposed method 
with existing methods. Experimental results show that 
proposed method gives better performance compared to 
previous works. 
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Fig. 3 Results of Particle Swarm Optimization Algorithm 
 

 

Fig. 4 Results of Shuffled Frog Leaping Algorithm 
 

TABLE V 
COMPARISON OF CLASSIFICATION ACCURACY WITH OTHER METHODS FOR 

LUNG CANCER MICHIGAN 

Reference  Methodology 
Average Classification 
Accuracy in percentage 

[17] 
Combination of attribute 
selection and classification 
algorithm 

100 

[8]  
EGS - Ensemble Gene 
Selection Method 

89.58 

This work  PSO + NBC 100 

This work SFL + NBC 100 
 

TABLE VI 
COMPARISON OF CLASSIFICATION ACCURACY WITH OTHER METHODS FOR 

LUNG HARVARD2 

Reference  Methodology 
Average Classification 
Accuracy in percentage 

[17] 
Combination of attribute selection 
and classification algorithm 

99.63 

[12]  
Effective Range based Gene 
Selection 

100 

[11]  
Univariate class discrimination 
with single gene 

99 

[7]  Based on Gene doublets 100 

[5]  Rough sets 97.32 

[4]  
Gene selection step and clustering 
tumor data by using self-organizing 
map 

100 

This work PSO + NBC 100 

This work SFL + NBC 100 
 
 
 
 

TABLE VII 
COMPARISON OF CLASSIFICATION ACCURACY WITH OTHER METHODS FOR 

OVARIAN CANCER 

Reference Methodology 
Average Classification 
Accuracy in percentage 

[17]  
Combination of attribute selection 
and classification algorithm 

100 

This work  PSO + NBC 100 

This work SFL + NBC 100 

VIII. CONCLUSION 

Tumor classification using gene expression data is an 
important task to deal with the problem of tumor prediction 
and diagnosis. For an effective and precise classification, 
investigations of feature selection methods are crucial. This 
article compares the performance of Particle Swarm 
Optimization (PSO) and Shuffled Frog Leaping (SFL) in 
microarray based tumor classification. T-statistics, Signal-to-
Noise Ratio and F-Statistics are the feature selection methods 
used to rank the genes. PSO and SFL, with Naïve Bayes 
Classifier (NBC) method is applied on the top-m genes in this 
research work. Here the classification accuracy of kNN is 
considered as the fitness function. The performance of this 
hybrid method is tested with three different cancer datasets. 
The experimental results show that both PSO and SFL 
optimization algorithms works well. With the help of the 
selected genes, both PSO and SFL achieve 100% accuracy in 
all the three datasets. 

The optimization techniques based feature selection 
methods are simple and can be easily combined with other 
statistical feature selection methods. The experiment results 
are demonstrated on well-known gene expression datasets. In 
the datasets, the proposed works using PSO and SFL perform 
well in distinguishing the classes of tumor. These simple 
models based on statistical measures and optimization 
techniques perform two level of feature selection to get the 
most informative genes for classification process.  
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