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Abstract—This paper deals with advanced state estimation 

algorithms for estimation of biomass concentration and specific 
growth rate in a typical fed-batch biotechnological process. This 
biotechnological process was represented by a nonlinear mass-
balance based process model. Extended Kalman Filter (EKF) and 
Particle Filter (PF) was used to estimate the unmeasured state 
variables from oxygen uptake rate (OUR) and base consumption 
(BC) measurements. To obtain more general results, a simplified 
process model was involved in EKF and PF estimation algorithms. 
This model doesn’t require any special growth kinetic equations and 
could be applied for state estimation in various bioprocesses. The 
focus of this investigation was concentrated on the comparison of the 
estimation quality of the EKF and PF estimators by applying 
different measurement noises. The simulation results show that 
Particle Filter algorithm requires significantly more computation time 
for state estimation but gives lower estimation errors both for 
biomass concentration and specific growth rate. Also the tuning 
procedure for Particle Filter is simpler than for EKF. Consequently, 
Particle Filter should be preferred in real applications, especially for 
monitoring of industrial bioprocesses where the simplified 
implementation procedures are always desirable. 
 

Keywords—Biomass concentration, Extended Kalman Filter, 
Particle Filter, State estimation, Specific growth rate. 

I. INTRODUCTION 

DVANCED control and optimization of biotechnological 
processes require on-line estimation of important process 

variables [1], [2]. Unfortunately, the key quantities of 
biotechnological processes state (e. g., biomass and product 
concentration, biomass specific growth rate, etc.) can't be 
measured online with sufficiently short response times. Hence 
the quantities must be determined indirectly using soft-sensors 
[3], [4]. The central idea behind a soft-sensor is to use 
(relatively) easily accessible on-line measurements for the 
estimation of other important process variables. One of the 
most often employed techniques for realization of soft-sensors 
in biotechnological processes is based on Kalman filter 
algorithms [5], [6]. The standard Kalman filter algorithm 
provides optimal estimates of measured and unmeasured state 
variables by combining information of a linear mathematical 
model and on-line measurements [7]. Since most practical 
systems are nonlinear, the Kalman filter was extended to 
Extended Kalman Filter (EKF). Here the nonlinear model of 
the system is simply linearized around the current estimate and 
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then the standard Kalman filter algorithm is applied [7].The 
EKF algorithm works well only in the operating point of the 
system where the first-order Taylor series linearization 
adequately approximates the state. For complicated nonlinear 
systems, a more sophisticated Unscented Kalman filter (UKF) 
algorithm [8], [9] was proposed to improve the quality of 
estimates. The UKF generates a cloud of so-called sigma 
points based on the current mean and covariance of the 
process state. Then, using the unscented transformation, the 
sigma points are propagated through the nonlinear system to 
estimate the mean and covariance of the actual state of the 
nonlinear system. The comparison of EKF and UKF has been 
discussed in papers [9]-[11]. In addition, the applications of 
these filters for biotechnological processes were analyzed in 
papers [12], [13]. Despite the fact that EKF and UKF 
algorithms are widely discussed in theoretical works, practical 
application of these state estimation methods in industrial 
biotechnological processes is very rare. The main reason for 
that is that the tuning and implementation of EKF and UKF 
algorithms are relative complicated and consequently disliked 
in practical applications. With the increasing capacity of 
computers involved in industrial bioprocess monitoring 
systems, some Monte Carlo algorithms, e. g. Particle Filter 
method, become attractive for state estimation in 
biotechnological processes. The Particle Filter could be a more 
practical alternative for real-time applications and process 
monitoring tasks, conventionally approached by Kalman filter 
techniques. This filter is particularly useful for complicated 
nonlinear systems and non-Gaussian noise when 
computational power is rather cheap and the sampling rate is 
moderate [14]. The Particle Filter algorithm is a recursive 
implementation of the Monte Carlo method. The method 
approximates the Bayesian posterior probability density 
function of state vector with a set of randomly chosen, 
weighted samples. Each sample of the state vector is referred 
to as a particle. Posterior density function is estimated by 
directly implementing the Bayesian recursion equations to the 
system [14]. A complete review of Particle Filter algorithms 
can be found in [15]. Because the implementation and tuning 
of the Particle Filter algorithm is simpler than the EKF or 
UKF, this method could be attractive for practical applications 
in industrial bioprocesses. This paper investigates the quality 
of the EKF and PF algorithms for estimation of biomass 
concentration and specific growth rate in a typical fed-batch 
biotechnological process and provides practical 
recommendations for implementation of these algorithms. The 
paper is organized as follows. In Section II, the EKF and PF 
techniques are presented, in Section III, the biotechnological 
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process models and measurement equations are introduced, in 
Section IV, the state estimation algorithms are applied for the 
fed-batch biotechnological process and the estimation quality 
of the EKF and PF are discussed. Finally, some conclusions 
are drawn in Section V. 

II. STATE ESTIMATION ALGORITHMS 

A. Extended Kalman Filter 

To formulate the state estimation algorithms the authors 
assume that a biotechnological process could be represented 
by the following nonlinear stochastic model: 

 
 x f x , u w                          (1) 

 
  y h x v                                 (2) 

 
where xk is state vector, uk is control input, vector yk is 
measurement vector and wk, and vk are process and 
measurement noise vectors, respectively. Those noises are 
uncorrelated Gaussian white noise - wk=N(0,Qk), vk=N(0,Rk) 
and Qk, Rk are assumed to be known. The EKF algorithm is 
realized using the following set of equations: 

Predicted state: 
 
 x f x , u                          (3) 
 
Predicted covariance estimate: 
 
 P A P AT Q                 (4) 
 
Measurement residual: 
 
 d y h x                                (5) 
 
Residual covariance: 
 

S C P CT R                              (6) 
 
Kalman gain: 
 

 K P CTS                                   (7) 
 
Updated state estimate: 
 
 x x K d                                (8) 
 
Updated covariance estimate: 
 
 P I K C P                            (9) 
 
The matrices Ak-1 and Ck are defined as the following 

Jacobians: 
 

A
 
, C                   (10) 

B. Particle Filter 

Particle Filter approximates the Bayesian posterior 

probability density function (pdf) of state variables with a set 
of randomly chosen, weighted samples. The samples are 
generated using the process model equation. A sufficiently 
large number of the samples guarantee convergence to the true 
pdf of the state. The basic steps of the Particle Filter technique 
can be summarized as follows [13]:  
1) Initialization: Generate initial population of the initial 

state vectors. Each sample of the state vector is referred to 
as a particle. 

 

 x x N 0, Q , i 1, … . , M                    (11) 
 
Assuming that all particles (state vectors) are equally likely 

at the start of the algorithm, set the weights of the particles to  
 

 W
M

 , i 1, … . , M                           (12) 
 

2) Measurement update: Determine the contribution-weights 
of each particle in estimation procedure by the likelihood 
equation  

 

 W W p y x  W p y h x      (13) 
 

normalize to / ∑   and then compute the 
estimate  

 

 x  ∑ WM x                                 (14) 
 

where 0, is normal distribution 

density functionof measurement errors. 
3) Re-sampling: Re-sampling is used to eliminate particles 

with small weights and to stimulate particles with large 
weights. In this application re-sampling is implemented as 
follows: 

a) Take M samples with replacement from the existing 

particle set  where the probability to take the 

sample i is  (Sampling Importance Re-sampling, 
SIR). After re-sampling set the value   1/ . 

b) Only re-sample as above when the effective number of 
samples is less than a threshold Mth , 

 

 M
∑ W

M                           (15) 

 
The Mth is chosen as Mth=2M/3 [14], [16].   

4) Prediction: Take a model noise wk=N(0,Qk) and simulate 
new position of particles 
 

 x f x , u N 0, Q , i 1, … , M.         (16) 
 

5) Cycle: Set k = k+1 and iterate to Step 2. 

III. BIOPROCESS MODEL 

For testing the quality of the proposed state estimation 
algorithms a “virtual bioprocess” was prepared. This 
bioprocess was represented by a general mass-balance 
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equations model. The authors use this model to simulate a 
typical substrate limited bioprocess behavior in recombinant 
protein cultivation process. Cultivation time for this process 
was set t=12 h. In the first phase of the cultivation (t=0-7 h), 
relatively high specific biomass growth rate was maintained to 
achieve rapid accumulation of biomass in the bioreactor. 
During the second process phase, the cells were induced to 
produce a desirable product. In this phase, the specific 
biomass growth rate was set to be low. By formulation of the 
model structure, it was assumed that the changes in biomass 
concentration X(t), specific growth rate µ(t) and culture weight 
V(t) can be presented by the following equations: 

 

 
X µ t X u t X                             (17) 

 
 V

F t                                       (18) 

 

µ t

0.8 0.06t,                        if t 5  h
  0.5,                                   if 5 7  
   0.5 0.35 t 7 ,        if 7 8 

0.15,                                      if t 8 

                  (19) 

 
where u(t) = F(t)/V(t) is controlled dilution term related to 
substrate supply to the bioreactor. For the simplicity reason, it 
was assumed that only the substrate feed flow F(t) influences 
the reactor weight V(t).This flow was adjusted according to 
the desired biomass growth rate µset(t) during the cultivation 
and was estimated using the equation: 

 

 F t µ X V

Y SF
                              (20) 

 
where Yxs is model parameter, SF – concentration of substrate 
in feed flow. The oxygen uptake rate (OUR) and base 
consumption (BC) are conventional measurements usually 
carried out during the bioprocess cultivation. These 
measurements are correlated with the biomass concentration 
and specific growth rate according the following equations: 

 
 OUR t  Y µ t X t Y X               (21) 
 

                          (22) 
 

where Yox, Yom, Ybx are model parameters. The OUR(t) and 
BC(t) measurements usually were corrupted with 
measurement noises. The whole process model (17-22) was 
used to simulate typical process behavior in recombinant 
protein cultivation process using E. coli culture. The 
parameter values for the bioprocess model are given in Table 
I. Because the process parameters usually change significantly 
after induction, the parameter values are different for Phase I 
and Phase II. Fed-batch E. coli cultivation process was 
simulated within time range t=0-12 h., start biomass 
concentration was X0=0.25g/kg, and bioreactor start-weight 
was V0=1.0 kg. Substrate concentration in the feed was SF= 
500 g/kg. Simulation experiments were performed using 
Matlab programming environment.  

 

TABLE I 
PARAMETER VALUES FOR BIOPROCESS MODEL 

Parameter Value (Phase I) Value (Phase II) 

Yox 0.8 (g/g) 0.85 (g/g) 

Yom 0.12 (g/(g h)) 0.15(g/(g h)) 

Ybx 0.9 (g/g) 0.95 (g/g) 

Yxs 0.45 (g/g) 0.30 (g/g) 

 

For implementation of EKF and PF algorithms, a simplified 
process model was used. This model doesn’t require any 
special growth kinetic equations and consequently could be 
applied for state estimation in various bioprocesses. The 
process model is presented by the following difference 
equations:  

 
 X X ∆tX µ u  w ,           (23) 
 
 µ µ w ,                          (24) 

 
where ∆ 0.1 .,  is discretization step, uk– known dilution 
term, and w1,k-1 and w2,k-1 are uncorrelated Gaussian white 
noises assumed to be proportional to the value of the state 
variables.  The measurement model is described by equations: 

 
 OUR  Y µ X Y X v ,                   (25) 
 
 BC  Y X v ,                           (26) 
 

where v1,k and v2,k are Gaussian white noises assumed to be 
proportional to the value of the measurements. 

IV. SIMULATION RESULTS 

Quality of the EKF and PF algorithms for estimation of 
biomass concentration and specific growth rate was 
investigated using data obtained from simulated bioprocess. 
The simulated measurement data (OUR and BC) were 
collected every time interval ∆ 0.1 ., and were corrupted 
by white Gaussian noises. The intensity of measurement noise 
was assumed to be known and it was varied during the 
accomplished simulation experiments. The obtained 
measurements were used by EKF and PF state estimation 
algorithms. It was assumed that process model noises in (23)-
(24) are uncorrelated Gaussian white noises with zero mean 
and standard deviations are σx=0.03Xk, σµ=0.15µk. The number 
of particles M for the particle filter algorithm was chosen 
between 200 and 1000. The measurement data and state 
estimation results for a typical cultivation run (relative 
measurement noise intensity: 0.05OURk and 0.05BCk, M=500) 
are shown in Figs. 1 and 2. 

The absolute percentage estimation errors give a better 
measure for evaluation of the estimation errors during the 
cultivation process. These errors are presented in Fig. 3. It can 
be observed from the Figs. 2 and 3 that the errors both for 
biomass concentration estimation and for specific growth 
estimation are gradually lower using the Particle Filter 
method. The quality of the state estimation methods was also 
evaluated using mean absolute percentage error (MAPE) of 
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estimations defined by the equation: 
 

 MAPE
% ∑ A E

A
                        (27) 

 
where Ai is the true value of state variable and Ei is the 
estimated value. During the simulation experiments, the 
relative measurement noise intensity was varied both for 
oxygen uptake rate and base consumption (Range: 0.02-0.1 
measurement value).These investigations are shown in Fig. 4.  

 

 

Fig. 1 Measurement data of a typical cultivation run 
 

 

Fig. 2 State estimation results for a typical cultivation run 
 
The average results from 10 cultivations presented in Fig.4 

show that the estimation errors of the EKF and PF increase 
nearly proportionally while increasing of the measurement 
noises. Nevertheless, it is important to note that the Particle 
Filter gives slightly better estimation results in the whole 
investigated region of measurement noises. The quality of the 
investigated PF depends on the number of particles used in the 
filter. These investigations are presented in Fig. 5. It is 
important to note that for this application the Particle Filter 
becomes more accurate than the EKF when the number of 
particles is more than 30. The disadvantage of this filter is 
longer computation time needed for implementation of the 
filter. Table II provides relative computation time (RCT) 

needed for implementation of the EKF and Particle Filter 
algorithms together with the average estimation quality (10 
cultivations) of both methods. The relative measurement noise 
intensity in these simulations was 0.05 OURk and 0.05 BCk. As 
the table shows, the average estimation quality is better for the 
Particle Filter with more particles. Estimation quality of the 
Particle Filter decreases rapidly when the number of particles 
is lower than 200. On the other hand, the computation time for 
Particle Filter increases quite quickly with the increasing 
number of particles. Consequently, a suitable compromise 
between the number of particles and the estimation quality 
must be found when implementing the PF algorithm in 
practice. 

 

 

Fig. 3 (a) Percentage absolute X estimation errors (b) Specific growth 
rate estimation errors 

 

 

Fig. 4 (a) MAPEX (b) MAPEµ as a function of relative noise intensity 
of the measurements 
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Fig. 5 (a) MAPEX (b) MAPEµ as a function of different number of 
particles in Particle Filter algorithm 

 
TABLE II 

COMMUTATION TIME FOR IMPLEMENTATION OF ESTIMATION ALGORITHMS 
Technique Rel.Comp.Time MAPEX MAPEµ 

EKF 1 2.4 % 6.7 % 

PF(50) 5 1.9 % 6.3 % 

PF(500) 14 1.7 % 5.6 % 

PF(1000) 25 1.6 % 5.5 % 

V. CONCLUSION 

The analysis of investigated state estimation algorithms 
using the Extended Kalman Filter and Particle Filter has 
shown that the Particle Filter algorithm provides slightly better 
estimation results for biomass concentration and specific 
growth rate based on oxygen uptake rate and base 
consumption measurements. Also the tuning procedure of 
Particle Filter is much simpler in comparison with the 
Extended Kalman Filter. On the other hand, the computation 
time for Particle Filter increases quite quickly with the 
increasing number of particles. Consequently, the Particle 
Filter should be preferred for monitoring of industrial 
bioprocesses when sufficient computation capacity is devoted 
for the real-time process monitoring tasks. 
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