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Abstract—This research aims to create a model for analysis of 

student behavior using Library resources based on data mining 

technique in case of Suan Sunandha Rajabhat University. The model 

was created under association rules, Apriori algorithm. The results 

were found 14 rules and the rules were tested with testing data set 

and it showed that the ability of classify data was 79.24percent and 

the MSE was 22.91. The results showed that the user’s behavior 

model by using association rule technique can use to manage the 

library resources. 
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I. INTRODUCTION 

OWADAYS, Library plays an important role as the 

source of knowledge for Educational institutions. 

Currently library always supports on and off line services and 

library services provide much of resources, like book, journal, 

CD and online database, to support knowledge learning. 

Computer and communication technology has been currently 

used in library service to keep resource and user’s 

information. Using technology to search for useful 

information from the saved data in order to improve library 

service is worthwhile. Providing precise resources to the users 

shows the library’s efficiency in passing knowledge to the 

users. When we compare the book-loan behavior of each 

library, we see that one user can borrow many books at the 

same time. This can affect the accuracy in keeping track of 

books for future use; therefore, the library might not have 

enough resources for the users’ need. Therefore, it is very 

important to analyze library users’ behavior in order to 

improve and manage Library Management.  

Data mining is a process to create knowledge from 

transactional database by using statistic procedure and 

machine learning and training set to get the exact information 

for future management. Data Mining can analyze relevant 

information results and produce different perspectives to 

understand more about the users’ behavior so as to handle 

library resources. Moreover, it can figure out what factors 

encourage users to use the library, what categories are related 

to their interest, and how we predict the future needs.  

The remainder of this paper is organized as follows. Section 

II presents the research methodologies used in this work. 
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Section III presents the experimental results based on the 

purposed model based on data mining technique. This project 

demonstrates how to analyze user behavior from log-loan data 

and how to evaluate purposed methodology. Finally, in 

Section IV conclude the paper with future research. 

II. THE METHODOLOGIES  

In this section, we illustrate the specified methodologies 

used in this project. 

Data Mining is the data analyzing process from different 

perspectives also summarizing the useful information results. 

The data mining process uses many principles as machine 

learning, statistics and visualization techniques to discover and 

present knowledge in an easily comprehensible form. There is 

another definition as “the nontrivial process of identifying 

valid, novel, potentially useful, and ultimately understandable 

patterns in data” [1], [2].  

Association rule mining is one of the most popular data 

mining approaches. It is used to discover interesting 

relationships between variables in databases. According to 

Agrawal et al. [3], an association rule explains a close 

correlation between items in a database in the form of � � � 

where x and y are sets of Itemset I �� ��� � 	 
� and� � � 

�. 
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� is a Itemset of m distinct attributes. The 

rule is indicated x implies y whereby x is called antecedent 

and y is called consequent. There are two importance 

thresholds for measurement association rule mining, minimum 

support and minimum confidence. The support of a rule � � � 

is the probability of the Item set {x, y} that means the 

relevance of the rule and the confidence of a rule � � � is the 

conditional probability of y given x that indicate the accuracy 

of the rule.  

 

������������ � �� 
��������� ,!"�

�������� �
     1) 

 

and  

#$%%�&'�� � �� 
��������� ,!"�

(��)* +��,-� �. ��)+�)/�0 0+ 1�
  (2) 

 

Set of transactions: 2  ���, ��, … , �+" each �0 3 
  
Therefore, confidence is an important measure of the 

association rules to indicate the strength rules. If the 

confidence of the association rule � � � is 80%, it means that 

80% of the transactions that contain x also contain y, based on 

users to indicate the specified minimum confidence [4].  

Apriori Algorithm is an influential algorithm for association 

rule mining, purposed by proposed by Agrawal [5] as shown 

in Fig. 1. The Apriori Algorithm is used level-wise search for 
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frequent item sets, the sets of items that have minimum 

support. 

 Let Ck is Candidate itemsets of size k and Lk is itemsets of 

size k.  
 

 

Fig. 1 Apriori Algorithm [5] 

III. EXPERIMENTAL SETUP  

In our research, we collected the user’s behavior log from 

Suan Sunandha Rajabhat University Library, in the semesters 

of 2011 and 2012. The number of user’s behavior loaning data 

was 3,826. The data is composed of personal records, 

borrowing log file from Library loaning system as Fig. 2.  

 

 

Fig. 2 Users’ loaning log  

 

In Fig. 3, the data is pre-processed, and transformed to be 

appropriated format in order to apply data mining techniques 

to discover association rules.  

 

 

Fig. 3 The data preparation process 

 

After preparation data, we apply the association rule mining 

algorithm to discover valuable patterns. Data was analyzed by 

WEKA. WEKA, the Waikato Environment for Knowledge 

Analysis, is a collection of machine learning algorithm to 

analyze data set for data mining tasks [6]. Association rule 

mining is very useful for discovering users’ motivation 

behavior because it presents significant relationships between 

the activities of users with their activities. Apriori algorithm 

has been used for this research and evaluated with a minimum 

support of 0.2 and a minimum confidence of 0.9. Fig. 4 shows 

examples from the results of Apriori algorithm. To create the 

model, we divided data into two parts: learning set and testing 

set. Then the efficiency of the model was compared the 

predicted result with the real users’ data, and calculated to find 

the right percentage of the prediction and the MSE. And Fig. 4 

was shown the model of analyze the users’ behavior of this 

project. 

 

 

Fig. 4 The model of analyze the users’ behavior 

IV. RESULTS  

In this book-loan behavior study, it was divided the result 

by the research purpose into 2 parts: developing the model to 

analyze book-loan behavior by using data mining and testing 

the model by using testing data set. 

A. Developing the Model to Analyze Book-Loan Behavior by 

Using Data Mining 

While developing the analyzing model using library users’ 

data, this process was discovered 14 rules as shown in Table I. 

 

 

 

 

 

 

 

 

 



International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:8, No:1, 2014

27

 

 

TABLE I 

RESULTS OF THIS PROCESS 

Rule Meaning 

1 “67% of library users who borrowed books from literature, history 
and geography categories would also borrow books from sociology 

category.” 

2 “67% of library users who borrowed books from miscellaneous and 
linguistic categories would also borrow books from sociology 

category.” 

3 “63% of library users who borrowed books in linguistic and literature 
categories would also borrow books from sociology category.” 

4 “58% of library users who borrowed books from sociology and 

literature categories would also borrow books from linguistic 
category.” 

5 “57% of library users who borrowed books in religion category 
would also borrow books from sociology category”. 

6 “56% of library users who borrowed books from miscellaneous and 

science categories would also borrow books from applied science & 
technology category” 

7 “55% of library users who borrowed books from sociology and 

science categories would also borrow books from applied science & 
technology category” 

8 “54% of library users who borrowed books from applied science & 
technology and geography & history shelves would also borrowed 
books from sociology shelves” 

9 “54% of library users who borrowed books in miscellaneous and 

linguistic categories would also borrow books in applied science & 
technology category.” 

10 “54% of library users who borrowed books in literature category 

would also borrow books from sociology category.” 
11 “53% of library users who borrowed books from miscellaneous and 

philosophy categories would also borrow books from applied science 

& technology category.” 
12 “53% of library users who borrowed books in linguistic and history 

& geography would also borrow books in sociology category.” 

13 “51% of library users who borrowed books in philosophy and 
linguistic category would also borrow books in applied science & 

technology category.” 

14 “5o% of library users who borrowed books from miscellaneous and 
linguistic categories would also borrow book from sociology 

category.” 

B. Testing the Model by Using Testing Data Set 

When tested the association rule of book-loan behavior 

analysis made by 924 testing data sets, we discovered that the 

association rule of book-loan behavior was the most accurate 

rule in terms of data sorting (79.24%) and the MSE was 

22.91%.  

V.  CONCLUSION AND FUTURE WORK 

In this paper, we presents the preliminary result showing a 

promising progress in this prototypes model for the ongoing 

improvement project and also this model can be beneficial to 

manage resource library. However, in term of the future 

experiments, we are looking forward to research about other 

data mining techniques to enhance this project and also apply 

the tool to handle resource in the library.  
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