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Construction Methods for Sign Patterns Allowing
Nilpotence of Indexk

Jun Luo

Abstract—In this paper, the smallest such integer k is called by
the index (of nilpotence) of B such that B¥ = 0. In this paper, we
study sign patterns allowing nilpotence of index k and obtain four
methods to construct sign patterns allowing nilpotence of index at
most k, which generalizes some recent results.
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I. INTRODUCTION

HE sign of a real number a, denoted by sgn(a), is defined

to be 1,—1 or 0, according to a > 0,a < 0,a = 0,
respectively. A sign pattern matrix (or a sign pattern, for short)
is a matrix whose entries are from the set {1, —1,0}. The sign
pattern of a real matrix B, denoted by sgn(B), is the sign
pattern matrix obtained from B by replacing each entry by its
sign.

Let m be a positive integer. The integers a and b are
congruent modulo m if and only if there is an integer ¢ such
that @ = b + tm (for short, written as a = b(modm)).

Let @), be the set of all sign patterns of order n. For A €
Q@n, the set of all real matrices with the same sign pattern as
A is called the qualitative class of A, and is denoted by Q(A)
(12D.

Suppose that a real matrix has the property p. Then a sign
pattern A is said to require p if every real matrix in Q(A)
has property p, or to allow p if some real matrix in Q(A) has
property p ([1]).

In this paper, we investigate the property N of being
nilpotent. Recall that a real matrix B is said to be nilpotent if
B* = 0 for some positive integer k. The smallest such integer
k is called the index (of nilpotence) of B.

Let k be a positive integer. We now consider sign patterns
that allow nilpotence of index at most k. These sign patterns
that allow nilpotence, are also referred to as the potentially
nilpotent sign patterns (see [1], [4], [5], [6]). For convenience,
we denote the class of all sign patterns that allow nilpotence of
index at most k by Ng. In [7], it is reported that it is an open
problem to determine necessary and/or sufficient conditions for
a sign pattern to allow nilpotence of index & > 4. Eschenbach
and Li [4] studied Ny and Gao, Li and Shao [1] studied Nj.
In this paper, we mainly extend these results to any Ng.

II. PRELIMINARY

Lemma 1([4]). The set Ny is closed under the following
operations:
1) negation;

Jun Luo is with the School of Mathematical Science, University of
Electronic Science and Technology, Chengdu, Sichuan, 610054 P. R. China.
(e-mail: ruojune @sina.com).

2) transposition;
3) permutational similarity, and
4) signature similarity.

As defined in [1], two sign patterns are equivalent if one
can be obtained from the other by performing a sequence of
operations listed in Lemma 1. This is indeed an equivalence
relation.

Lemma 2 ([1]). A real matrix B is nilpotent if and only if
its eigenvalues are equal to zero.

Recall that a reducible (real or sign pattern) matrix is
permutationally similar to a matrix in Frobenius normal form
(see page 57 in [8]). Consequently, a reducible sign pattern A
allows nilpotence if and only if each irreducible component
(see [8]) of A allows nilpotence.

Lemma 3. Let B be a nilpotent real matrix of index at most
k, and J the Jordan form of B. Then each Jordan block in J
is one of the following:

0 1 0
0 0 1 0
Jo=[0], Ji=|:i oo fori=2,3,-- k.
000 --- 1
000 --- 0

Let A be a sign pattern matrix. The minimal rank of A,
denoted by mr(A), is defined as mr(A) = min{rankB : B €
Q(A)} (3D.

Theorem 1. Let A € Q,,. If A € Ny, then

Proof. Let A € Q,, and A € Ni. Then there exists a real
matrix B € Q(A) such that B¥ = 0. By Lemma 3 we can
assume that the Jordan form J of B is a direct sum of k;

k
copies of J; (i =1,2,--- k), where > ik; = n. Then
i=1

k
rank(B) = rank(J) =) (i — 1)k;
i=1
< Bl E Lok, 4o 4 Bk = Eln,
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Remark 1. Note that the sign pattern

1 1 1 1 1

-1 -1 -1 -1 -1

A= 1 1 1 0 0
1 1 0 0 0

1 1 0 0 0

satisfies mr(A4) = 3 < % x 5. However, A* # 0,4 ¢ N,. So
the condition in Theorem 1 is not a sufficient one.

Theorem 2. Let B be a real matrix of order n with
rank(B) = r. Then B* = 0 if and only if there exist
nonnegative integers I, m and nonzero real column vectors
ai, o, 0 and Bi, B2, , B of order n with | < %,
m <3, 2r—2l—m <n and

1 j=1(mod3),1<j<3l—1,andi=j+1,

Bl =4 1 j=2(mod3),1 <j<3l—1landi=j+]1,
0 otherwise,
ey
such that
B= > af]. )
1<i<r
Proof. Sufficiency. Let B = 18 + caf8f + -+ + o, 8L

By (1), we have

B? = (aifff +afl +-- +a,87)
(ff +azfy +-- +a b))
= of] + 2B +aufs -+ 1B,
B = (a1 +afy +---+aBl)
(alﬁgT + 062/33T + Oé4ﬁg +-+ a31715§;)
= 1P +oufi + -+ az_2fBy

and
B = (] +asfy ++af)
(0415;? +C¥4[36T + - +0631—25£)
= 0.

Necessity. Let B* = 0 with rank(B) = r. By Lemma 3,
the Jordan form J of B is a direct sum of [ copies of Jy, m
copies of Js, r—3l—2m copies of Jy and n—41—3m—2(r —
3l —2m) = n — 2r + 2l +m copies of Jq, where 0 <[ < g,
0<m< g and 2r — 2l — m < n. It implies that there exists
a nonsingular real matrix D of order n such that

D'BD=J
Ji1
Joo 3)
Jn—r+2m+4l,n—7‘+2m+4l

where

Ju=-=Jdu=Jdy, Jis1041 = = Jigrmitm = J3,

Jl+m+1,l+m+l = = dJdr—_m-2l,r—-m-21 = J27
and

Jr—m—2l+1,r—m—2l+1 Jr—m—2l+2,r—m—2l+2

c = Jn—ryomidln—r+2mial = J1.

Write
D= dD’l—( )T
7(u17u27 ,Un) an = (U1, 02, . yUn)
where wuj,us, -+ ,u, are column vectors of D and
v1,V2, -+ , vy, are column vectors of DL, Clearly, vl u; =

1, fori=1,2,--- ,n, andvaui = 0,for ¢ # j. Let

Q342 = Ugi—3, O3i_1 = Ugi_2, Q3; = Ugg—1 for i =1,2,--- [,
A31425—1 = U41+35—2, Q31425 = U4]4+35—1, forj=1,2,--- ,m,
Q3142mts = Udl43m42s—1, fOr 8 =1,2,--- 7 — 3l — 2m,
B3i—2 = Vai—3, B3i—1 = V4i—2, B3i = vai—1 for i =1,2,--- [,
Bai42j—1 = Vai+3j—2, B3i42j = Vai43j—1, for j=1,2,--- 'm,
B31+2m+s = V4i+3m42s—1, for s =1,2,--- 1 — 3l —2m.

It is easy to see that «; and f3; satisfy the condition (1). By
(3), we have

B=DJD "' =a;8" + T+ + o, 87

The conclusion follows. [J

Next, we generalize the above result to any B* = 0, that
iS, Nk.

Theorem 3. Let B be a real matrix of order n with
rank(B) = r. Then B* = 0 if and only if there exist nonnegative
integers li,la, -+ |l and nonzero real column vectors

k
a1, Qo and By, B, - B of order n with Y il; = n,
i=1

k
S (i—1); =r, and
=1

1, j=s(modk—1),s=1,2,--- k-2,
Bl o = 1<j<k—1Dl—1,i=7j+1,
0, otherwise

“)
B = Z OézﬂiT- (5)

1<i<r

such that

Proof. Sufficiency. Let B = a18f + a8 + -+ + a,.8L.
By (4), we have

B> = (] +asfy +--+ )
(BT + aof? + - + . B85)
= (a1B3 + 2B + -+ o_2Bl_y)
+(akﬁ;{+1 + ot agk_3fag_s) + o+
(Qr=1)te=1) 4181yt 1) 42+ F
A1)t -180—1y1,):
BF Y = (B + 2B 4+ o B [(aa B,

+anfi_y) + (anBap_s + Qrs1fzp_g) + o+
(@(k—2)1 4180111 + -2 +280—1y1,)]

a1y + By e+ a(k—2)1k+16(7]ﬂc71)[,«
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and

BBk71

= (aff +f] +- +a Bl
tapBiy + o+ oo Bl_1y,)
0.

Bk

Necessity. Let B¥ = 0 with rank(B) = r. By Lemma 3, the

Jordan form J of B is a direct sum of I; copies of J;, where
E k

>>il;=mn, > (i — 1)l; = r and it implies that there exists a

i=1 =1
nonsingular real matrix D of order n such that

D 'BD=J=
Ji
Jao
(6)
)
Jn—r—l,n—r—l
Jn—r,n—r
where
']11 == Jlklk = Jk7
Jlk+1~lk+1 == ']lk+lk—l7lk+lk—1 = Jg—1,
)
J K k :“‘:Jn—r,n—r:J1~
4+ L4+ 3 I
=2 =2
Write
D =( ) dD‘l—( )T
= (U1, Uz, , Up ) an = (U1, V2, . , Un )
where wui,us, -+ ,u, are column vectors of D and
V1, Vs, - - - U, are column vectors of D™, viTui = 1,fori =

1,2,--- . n, andv]Tui =0,for ¢ # j. Let

« =u ,

k
sitmt Sl

K
(s=1)i+m+ > jlj
j=s+1 j=s+1

« =Uu

k
sitm+ S 4l

k
(s—1)i+m+ > jl;
jmed1 j=s+1

for s = 1,2,---,k, i = 1,2,---,lg — 1, and m =
1,2,---,s — 1. It is easy to see that «; and [; satisfy the
condition (4). By (6), we have that

B=DJD™' =a,8] + il +---+a,p7.

The proof is completed. [J

III. MAIN RESULTS

Based on the above analysis, one can obtain the following
construction methods to find a sign pattern in V.

A. Construction Method 1—Jordan Method

By Lemma 3, we may obtain the Jordan form method to
construct a sign patterns in Ni. For example, let

12201 3
010010
[ o 1110 2
J*{ JJ’D* 10210 1|
010011
01000 1
1 -1 -2 2 2 3
0o 1 0 0 -1 1
o111 -1 -2 -2
D7=13 0 0o 1 1 1|
o 0 0 0 1 -1
0 -1 0 0 1 0
Note that
0 22 0 -2 -1
1 01 -1 -1 -2
B 4 | o1 1 0 -1 -1 .
B=DJD'=| o | o o 1 3| B'=0
1 01 -1 -1 -2
1 11 -1 -1 -2
Then
0 1 1 0 -1 -1
1 0 1 -1 -1 -1
0 1 1 0 -1 -1
A=senB)=1| 1 | o 1 1
1 0 1 -1 -1 -1
1 1 1 -1 -1 -1

B. Construction Method 2—vectors spanning method
k
Let ly,lo,--,l; be nonnegative integers with Y il; =
i=1
k 2
n, > (i —1)l; = r. Let real column vectors aj,aq, - - q;
i=1
and [31, B2, - - - B, of order n satisfy the condition

1 j=s(modk —1),s=1,2,--- k-2,

Bl = 1<j<(k—=Dl—1,i=7j+1,
0 otherwise.
(M
By Theorem 3, the real matrix
B= > a;f] ®)

1<i<lr

is nilpotent of index at most k, and its sign pattern is in Np.
For example, let n =8, r=6,l=m =1,

[ 2 1] 1]
3 3 1
0 0 1
1 1 0

o1 = 1 , Qg = 1 , Q3 = 0 ,

1 2 1
2 1 1

| 2 | 1] | 1]
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iy =

— = = O N

61 = (1’1707 7170707 717 71)7 ﬁ2 = (717 1727717 17 717 7171)7
53 = (_170707030707170)3 ﬂ4 = (23()’07_]-7 130a _17_1)7
65 = (17_17 _L 11 _1717_17 1)a ﬁﬁ = (_1a0107070a0707 1)7
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, Q5 =

—= o= OO

, Qg =

NDNNOO NN

121 -3 1 0 -4 1
255 -7 4 -2 -8 1
200 00 0 1 1
2 2 2 -3 2 -1 -3 -1
3*1;“1@'* 311 -3 1 0 -4 0
$is6 1 2 3 -3 2 -1 -4 3
121 -3 1 0 -4 1
121 31 0 -4 1
D=0
Then

A =sgn(B) € Ny.

C. Construction Method 3—block method
A; Ay
A3 A4

] € Ny, where Aq
and Ay are square, then for any positive integer m, we have

Theorem 4. Suppose A = [

A Ay Az
~ AS A4 A4
Az Ay Ay

where A has (m+1)? blocks.
Proof. Note that, if A € N}, then there is a real matrix
| B1 By
Bi|:B3 B4:|6Q(A)7
where B; € Q(A;)(i = 1,2,3,4), such that B¥ = 0.
Let
B] — flj(Bl7BQ7B:37B4)
f3;(B1, B2, B3, By)
forj=1,2,--- k—1.
For short, we denote

f2;(B1, Ba, B3, By)
fa;(B1, By, B3, By)

Bj:[flj f2j:|
fai faj
forj=1,2,--- ,k—1. And
B %Bg Ry
~ By —By - 234
B=.
Bs LB4 iB4

m

When k = 2, it follows that

B2 — B} + ByBs BBy + By By
B3B1 + ByBs BsB, + B3 ’
[Bi+B2Bs % (Bi1Ba+B2Ba) % (B1Ba+B2Ba)
E2 B3B14+B4B3 &(B1B2+B2B4) - 7 (B1Ba+BaBa)
_333143433 %(31].32+BQB4)'”. %(BléerBzBU
[ fi2 Zfa L foo
f32 Ef42 Ef42
— m m
| fs2 Lfa ~ fao
So B2 =0. Thus A € Ny,
Suppose that we have
fls i.st if2$
~ f33 g 4s g 4s
; = . for2 < s <k,
fas = fas L fus
then
By B
Bs+1 — BB = fls f2s 1 2
{ fas  fas By By
_ | fisBi+ fasBs  f1sBa + fosBs
f3sB1 + fasBs  f3sB2 + fasBa
and
fis %st %st By %BQ %32
§S+1 f&s Ef‘lé Eféls B5 HBAL T EBz,L
fas o fas  fas By LBy -+ LBy
f1sB1+f2:Bs & (f1sBa+f2sBa) -+ L (fi1sBa+f2sB4)
fssBi+fasBs L (fssBa+fasBa) - L (fssBa+fasBa)
f:%sBl+}4sBS %(fssB.erfzule) o %(f353;+f4534)
So
Bk _ [ Sre=1)Br+ foge-1)Bs - fre-1) B2 + foge-1)Ba | _ N,
fae—1)B1 + fag—1) Bz fae—1)B2 + fax—1)Ba ’

B* =o.
By the principle of mathematical induction, we have Ae
N.O

D. Construction Method 4—null space method

Theorem 5. Let B and C be nilpotent real matrices of
indices of k with order ny and no, respectively. Let p be a
positive integer. The kernel of a matrix B, denoted by Ker(B),
also called the null space, is the kernel of the linear map
defined by the matrix B. Suppose that the following conditions
hold:

up € Ker((C))T),
©)

(i
U1, Uz, -+ up € Ker(B*), vy,vs,- -
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where 1 < i <k, 1 <j <k, and i+ j < k. Then the
following partitioned block real matrix of order ny + ns

o-[2 2]

is nilpotent of index at most k and A = sgn(D) € Ny, where
X:ulvi‘r—i—uwg—!—”-—!—upvg.

Proof. In fact, let D = [ OB é( ], where B and C are
square. Then
Dk — { BF BF-1X 4 BF2XC+..-4+ XCF1 } .
0o cC*
Thus D* = 0 if and only if B* = 0,C* =0 and
BFIX 4 BF2XC+ .-+ XCF 1 =0.

It is obvious that B¥ = 0 and C* = 0. In addition, we observe
that
BF1X 4+ BF2XC + .. 4+ XCF!
= B¥"2(Buyv{ + Buyv + - -+ + Buyvl)

vf
+BR B () | c
vy
vf
+o At (U, L up) | Cck-1,
vp

Therefore, we get the desired result with the above condition
9. 0O

IV. CONCLUSION

In this paper, sign patterns allowing nilpotence of index
at most k are researched and four methods to construct sign
patterns under the condition that allows nilpotence of index at
most k are obtained, which generalizes some recent results in
[1], [4] and has a certain theoretical and practical value.
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