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Abstract— Certain sciences such as physics, chemistry or biology,
have a strong computational aspect and use computing infrastructures
to advance their scientific goals. Often, high performance and/or high
throughput computing infrastructures such as clusters and computa-
tional Grids are applied to satisfy computational needs. In addition,
these sciences are sometimes characterised by scientific collabora-
tions requiring resource sharing which is typically provided by Grid
approaches. In this article, I discuss Grid computing approaches in
High Energy Physics as well as in bioinformatics and highlight some
of my experience in both scientific domains.
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PREFACE

This article is “a written version” of an invited plenary
talk at the Third International Conference on Communication
Technology ICCT’06, 16 December 2006, Vienna, Austria,
organised by the World Enformatika Society. The conference
has a rather broad scope in several fields of communication
technology ranging from communication networks over wire-
less communication technologies to communication software.
However, Grid and distributed computing are specific domains
in computer science. Therefore, this article is intended for a
broad audience that does not necessarily have a background
in Grid computing. 1 will provide a general background on
Grid computing and my experience with applying it to High
Energy Physics as well as bioinformatics.

I. INTRODUCTION

HE terms “Grid” and ”’Grid computing” have been coined

by lan and Carl Kesselman in their book “The Grid,
Blueprint for a new computing infrastructure” [10]. Although
the concept of meta-computing and distributed computing that
spans several sites and administrative domains has been around
for much longer (for instance the Condor project had early
ideas and implementations already dated back to the late
1980s [15]), the era of Grid computing with a specific name
and its own dedicated research and user community started in
the late 1990s. This is also when many Grid research projects
have been initiated and early foundations for Grid computing
have been made.

In the late 1990s the World Wide Web was already very well
established and heavily used not only in academia and industry
but also in many households. Some early Grid visionaries were
expecting and foreseeing a similar success for the Grid as we
have seen for the Web. In late 2006, about a decade after the
initial steps, the main euphoria has already passed, and we are
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now more in a phase of consolidation and of turning original
research visions into solid, science-driven applications. This
is particularly important for application scientists in physics
or biology that want or need to use Grid technologies for
advancing their scientific goals. In this article I will discuss
some of the requirements of such applications, what has been
achieved so far and what next steps are still required.

The article focuses on my personal experience with Grids in
High Energy Physics (HEP) at CERN as well as bioinformatics
in the context of several multi-national and national projects.
Both scientific domains are very representative application
areas due to their requirements on data and storage. In fact,
the HEP use case is often considered to be the example
Grid use case. This is also visible in the number of current
Grid projects that are set up around HEP. Bioinformatics
and biomedical applications have typically more stringent
requirements on data security and privacy (sensitive data) than
HEP applications, and are therefore important to evaluate if
current Grid solutions satisfy concerns about data and resource
sensitivity.

II. GrRID COMPUTING

In a recent survey I invited many Grid scientists to define the
Grid and what they think the current status was [21]. Whereas
the Grid research community has a rather homogeneous view
on what Grid computing is and where the boarders are with
respect to Internet and distributed computing, this view is not
always shared in the general computer science community or
in the business world. The main differences are observed in
hardware and middleware. For instance, for some people a
cluster on a local area network is already considered a Grid
whereas others think there need to be several administrative
domains involved rather than only a single site.

Despite these “subtle” differences, there are a few aspects
that make Grids “special”, i.e. distinctive and a research
domain on its own. Among the most important factors are
resources sharing, virtualisation, abstraction to resource access
and standardisation in order to make different Grid implemen-
tations interoperable. The last item is directly connected to
the fact that we are now in a state of research where we are
turning original research visions into working solutions. This
is particularly important to make the Grid vision palpable to
a large user community.

Some people might simply say that “the hype about Grid
computing has gone” which is a normal situation of any
new technology or paradigm shift. If we look at the “hype
cycle” [11] of Grid computing (depicted in Figure 1) we
can see that the main attention/attraction has passed but we
are still in a phase where technologies advance and become

123



International Journal of Biological, Life and Agricultural Sciences
ISSN: 2415-6612
Vol:2, No:6, 2008

WS-I Security
XQuery

Peak (“Euphoria”)

SOA

ubD! “Step-by-Step

Measured Progress”

On the rise

Visibility

Grid Computing
WS-l Profile
SOAP

“Disillusionment”

Maturity

Source: based on Gartner Inc. and Mark Linesh (OGF President)

Fig. 1. Hype cycle for Grid computing and some related standards according
to Gartner Inc. [11].

more mature. For instance, if we look at the number of multi-
national Grid projects funded by the European Commission in
the 6th Framework Programme, this tendency is also visible
there.

Another interesting aspect is also the way how funding
agencies are currently promoting Grid technologies. Whereas
in the 6th Framework Programme Grid computing was men-
tioned in many places and funded via several sources, in the
7th Framework Programme the term Grid does not explicitly
appear so often but is implicitly mentioned. Again, a point
in the direction that Grids are more and more considered
to be a technology provider for existing applications. A
similar trend is also visible in North America where the term
cyberinfrastructure is now used much more often to refer
to Grid technologies whereas in Europe the term e-Science is
still more dominant.

For several years the Grid community has been working
on standardisation and architectural work. In parallel, Web
services and service oriented architectures have been adopted
and are common building blocks of modern Grid middleware
solutions. In this way, the Grid community follows a general
main stream that is currently visible in computer science and
IT. This should allow for more interoperability and acceptance
of produced software solutions on the one hand, but it also
becomes more difficult to clearly distinguish the boarders of
Grid computing on the other hand.

The latest Grid standardisation effort resulted in the Web
Services Resource Framework (WSRF) [24] that enhances
general Web services by several architecturally important
points such as transactional state, service notification, ser-
vice lifetime management etc. The overall goal is to have
a common architecture that follows the Open Grid Services
Architecture (OGSA) [9]. This standardisation effort is con-
stantly evolving as more industry partners join the Open
Grid Forum (OGF) [17]. This results in frequent updates and
modifications to the draft specification of the standard. Just
recently another Web services based standardisation effort
has started by a small group of leading IT companies: the

ideas are rather similar to the WSRF specification but should
get more agreement from major IT providers. In the end,
standardisation is all about agreement with the aim to make
services interoperable and supported by both, the academic
world as well as the commercial IT industry.

In the early days of Grid computing there was often the
discussion about the Grid, referring to a single, world-wide
Grid. Over the years we have seen that this vision has not been
reached due to several reasons. The most dominant one is that
several projects and organisations create their own Grids (using
different implementations, standards and protocols) and give
access only to a certain, registered user community that works
in a certain application domain such as High Energy Physics,
engineering etc. Although at the first thought this looks like the
creation of several “virtual private Grids” rather than a single
Grid, it seems to be rather natural that organisations do not
want to share their resources with “everyone else” otherwise
the resources would soon get sparse. For example, imagine
a computer centre with a cluster of 512 processors: if free
access would be given to everyone, a single user group would
have only very limited CPU capacity. As a counter argument
one can say that people should pay for that service if they
want to use it. This is a very common aspect in the context of
national supercomputing centres that typically charge for CPU
usage. Furthermore, certain IT providers sell CPU time and
storage resources on demand. In summary, it is very likely that
Grid implementations will include a similar charging model
for resource utilisation. The first steps into this direction have
already been proved successful.

In conclusion, a single, free Grid infrastructure (such as the
Web) might not be available at all due to the constraints on
resource ownership. However, the Grid community is moving
towards the direction of a few standards that will allow to
build a Grid infrastructure that connects many of the currently
non-interoperable “private Grids”.

III. USE CASE: HIGH ENERGY PHYSICS

After some background and theoretical aspects in Grid
computing let us now look at actual implementations. We start
with a High Energy Physics use case since this is one of the
most demanding one in both computational as well as storage
management aspects.

A. CERN and the Physics Challenges

CERN, the European Organization for Nuclear Research,
has a long tradition in dealing with computing challenges in
the past. The overall goal of CERN and its High Energy
Physics experiments is to study the origin of matter, i.e.
fundamental research in physics. In order to do so, large
particle detectors with a corresponding particle accelerator
are used to create conditions similar to the Big Bang. In the
detector, particle collisions, tracks and decays are studied. An
example of a particle detector that is used by one of CERN’s
experiments is given in Figure 2.

There are several challenges in establishing and operating
High Energy Physics experiments. Since the physics apparatus
that are created and used are very expensive, a single institute
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Fig. 2. The particle detector of the Compact Muon Solenoid (CMS)
experiment at CERN. Particle collisions take place in the centre of the detector.
After some filtering of physics events, data needs to be written to storage
devices with a speed of 100 - 200 MB/s for a sustained time of more than
100 days a year which results in several Petabytes of data per year.

can typically not afford (neither financially nor scientifically)
to build nor operate such devices on its own. Therefore, physi-
cists create big collaborations of many institutes and universi-
ties all over the world in order to share knowledge, hardware,
software and also financial costs. In Grid terminology each
physics experiment that forms a collaboration corresponds
to a virtual organisation and almost “perfectly” fulfils the
basic Grid concepts of resource sharing, virtualisation and
transparent access. Additionally, the participating institutions
are distributed worldwide and complement the computing and
storage resources of CERN. Therefore, a distributed, multi-
tier computing model has been built that takes this distributed
sites into account. Grid middleware and services are used to
orchestrate the job submission to the remote sites as well as
the data exchange and transfer involved to analyse physics
data.

B. The Web and the Grid

In the computer science community CERN is mainly known
for the Web which was inspired by previous HEP experi-
ments and similar computing challenges in the late 1980s.
Tim Berners-Lee’s work was an important spin-off rather
than a mainstream physics effort when he was starting the
“revolution” of the Web by leading the first HTTP standard
and the implementation of the first Web servers. This invention
was driven by the need to create a standard way to display
information on heterogeneous hardware and software environ-
ments that were used by physicists, computer scientists and
engineers.

Today (i.e. in the year 2006) there is not such a diversity of
hardware and software platforms anymore since main stream
processor architectures are rather standardised. The same is
true for operating systems: only a rather small number of
UNIX operation systems is available, and there is an effort in
the scientific community to create a common Linux distribu-
tion called “Scientific Linux” [20]. In fact, most of the regional
centres in the various tiers in CERN experiments use the same
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Fig. 3. The typical multi-tier computing architecture of a High Energy
Physics experiment. CERN is the Tier O centre where the main physics raw
data is created and stored. Raw data needs to be reprocessed using computing
intensive algorithms that typically run in Tier 1 sites (Regional Centres) which
also have large storage resources. End user physics analysis is done at each
tier in the model, and data needs to transferred between the sites.

operating system in order to allow for a simplified and more
controlled computing environment that needs to scale to a large
user community. Therefore, standardisation at the hardware as
well as the operating system level provided one more way in
the direction of “global computing”.

However, the amount of data to be processed and stored
has increased tremendously since the early Web days, and
there is now the need to standardise on resource access and
data management which is the aim of a Grid computing
model. Therefore, the Grid standardisation effort can be di-
rectly compared with the Web standardisation effort with the
main difference that the Web was originally created to share
information whereas the Grid has been created to share all
kinds of resources from computing cycles, to storage as well
as other scientific devices and apparatus.

C. High Energy Physics and the Grid

Up to now I mainly focused on High Energy Physics exper-
iments at CERN which have collaborators all over the world.
There are also other important HEP centres such as Fermilab
near Chicago (USA), the Stanford Linear Accelerator Center
(SLAC) in California, KEK in Japan, DESY in Germany etc.
Although they are smaller in size, they have comparable com-
puting requirements and hence similar computing models with
similar Grid approaches. However, in the remainder of this
article we concentrate on CERN experiments since they are
typically slightly more challenging in terms of computing and
storage capacity although the real start of these experiments
is only foreseen for end of 2007/beginning of 2008.

The High Energy Physics community and in particular
CERN has inspired a number of multi-national Grid projects
that have been created in order to support the multi-tier
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computing model. One of the biggest Grid projects (operating
the world’s biggest Grid infrastructure) is the EGEE [5]
project: it connects more than 150 sites, offering more than
20,000 CPUs and more than 10 Petabytes of storage. EGEE
currently provides two versions of the Grid middleware that
can co-exists and are interoperable (the gLite [12] and the
LCG middleware [14]). Such a big infrastructure is made
possible by connecting sites with partner projects from Europe
(NorduGrid [16] with the ARC [6] middleware) as well as
from North America via the Open Science Grid (OSG) [18]
which uses a middleware system based on the Virtual Data
Toolkit (VDT) [23].

In this article, we do not intend to go into the details
of the different middleware flavours but only point out the
main building blocks that they have in common to realise a
distributed Grid infrastructure.

D. Basic Grid Components

The main building blocks or services are categorised below.
The concepts are used in all of the three Grid middleware
systems introduced in the previous subsection.

« Computing Element. The term Computing Element is
an abstraction for any kind of computing resource such
as a cluster, a supercomputer or just a single machine.
Typically, a Computing Element provides a standard
Grid interface to hide the complexities of the underlying
computing hardware and software.

« Storage Element. A Storage Element is the equivalent
concept for a storage system. It provides an abstraction
for several different storage systems such as file systems,
mass storage systems etc. Currently, Storage Elements
often provide a file based interface in contrast to data
stored in relational databases or object databases.

« Replica Catalogue. Data is distributed and often repli-
cated to several sites for fault tolerance and availability
reasons. A replica catalogue is a special purpose meta-
data service that is used to locate (file) replicas in the
Grid.

o Information System. The Information System keeps
track of all services in the Grid. It is used for discovery
of services such as Computing Elements, Storage Ele-
ments, and other higher level services and applications.
Additionally, the Information System is sometimes used
to monitor the status of services as well as of other higher
level Grid applications.

« Resource Broker. End users or high-level services typ-

ically do not directly interact with all Grid services. It
is therefore the task of a Resource Broker to discover
computing resources via the Information System and
dispatch jobs to suitable locations. Resource Brokers can
either be services on their own or directly available as
part of a client tool for job submission.
Note that the term Resource Broker is an over simplifica-
tions since the implementation of such a component typi-
cally consists of the following sub-components: resource
discovery and match making, workflow management and
job execution.
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Fig. 4. A simplified Grid infrastructure with the interaction of the services.
The end user typically uses the client interface to the Resource Broker in order
to submit jobs to the Grid. However, direct interaction with all other services
such as Storage Elements, Information System etc. is possible. All service
interaction is usually done in a secure way where both users and services
are authenticated using X.509 Grid certificates or similar authentication and
authorisation schemes.

A simplified interaction between the basic services is given
in Figure 4. The end user does not need to know where
all services are located but mainly uses a command line or
GUI/Web based interface to access Grid resources.

E. Usage in Physics Experiments

The four current LHC experiments at CERN have all built
computing models that use Grid concepts and technologies to
support job submission as well as data transfers and replication
as reported in the respective Computing Technical Design
Reports (TDR) of the experiments (as an example refer to
the CMS TDR [4]). This shows the current success of Grid
technology and its penetration in the field of HEP.

I was personally involved in the CMS experiment from the
“first days of Grid computing” at CERN in early 2000. At this
time, CMS as well as other HEP experiments, were among the
early testers and customers of the Grid vision and the early
prototype software. The experimental physics community has
shown a good level of understanding and coping with early
bugs etc. This allowed include the HEP community into
several software release cycles and present them with new
concepts etc. Much of our accumulated experience within the
CMS experiment and Grid tools is reported in [3].

IV. USE CASE: BIOINFORMATICS

Whereas High Energy Physics deals with sub-atomic parti-
cles and interactions, biology deals with higher level “building
blocks” of life: molecules, proteins, genes, DNA sequences
etc. Let us now “zoom out” from the micro cosmos of
High Energy Physics into the domain of bioinformatics and
molecular biology.

A. Basic Bioinformatics Challenges

Bioinformatics itself is a rather broad field and basically
deals with (the creation of) biological databases and the cor-
responding tools to analyse these databases. The most popular
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databases are genome databases that record either DNA or
protein sequences (basic building blocks of live) of different
species. Similar to HEP, several of the applications are very
computing intensive and might require parallel algorithms in
order to speed up the analysis of biological databases. Some of
the problems are partially embarrassingly parallel (such as the
sequence search and alignment process of DNA and protein
sequences; drug docking etc.) and can be mapped to clusters
or Grid systems.

One of the most popular sequence analysis tools is
BLAST [1] that can be very CPU intensive if big databases are
searched. If many people submit BLAST jobs at the same time,
there is a need for a high throughput computing infrastructure
that distributes the workload to many different machines in
order to improve the overall throughput for the bioinformatics
community.

Other fields in bioinformatics that deal with protein folding
sometimes use massive parallelism rather than embarrassing
parallelism. These types of problems can be put on clusters
with software libraries such as MPI or PVM but are not so
well suited for wide-area network links due to the different
latencies of nodes that might be involved in the execution of
the task.

Although the discovery and the creation of genome data
or even new drugs is very cost intensive and is supported by
bioinformatics algorithms, the bioinformatics community does
not have these “centres of gravity” as we can find them in High
Energy Physics. One of the early connecting “institutions” is
the EMBnet [7], which represents a network of molecular
biologists mainly within in Europe. Furthermore, there are
certain organisations that work on specific topics such as
protein structure databases etc. As a result, the bioinformatics
community works relatively more independent than the HEP
community since connecting factors such as large virtual
organisations are not (yet) in place. Therefore, Grid computing
ideas and principles are differently perceived in the different
communities.

B. Bioinformatics and the Grid

Bioinformatics and in particular biomedical applications
have been part of EGEE and its predecessor project from the
very beginning. Recently, the bioinformatics community has
started with its own national and multi-national projects such
as the EMBRACE [8] Grid project mentioned below in more
details. A detailed list of projects is not the aim of this article,
but I will mainly focus on projects that [ am involved or where
I have some experience with.

The EMBRACE Grid project is funded by the European
Commission as a Network of Excellence in order to connect
bioinformaticians throughout Europe. In particular, the com-
munities that provide databases are linked with the communi-
ties that provide bioinformatics software tools. The main aim
is to integrate software tools and biological databases using
current state-of-the-art Web services and/or Grid technologies
where appropriate. This should help “embrace” the European
bioscience community and provide them standards and com-
mon directions for integrating current and future services [8].

C. Some Results on Biological Sequence Analysis

Let us now dive a bit deeper into the field of sequence anal-
ysis within the framework of the EMBRACE Grid project. I
will give some basic overview of our work on parallelising and
”eridifying” (a term commonly used in the Grid community)
existing single processor code for sequence analysis [22].

Rather than using the common tool BLAST for sequence
analysis, we use an approach that is based on Hidden Markov
Models [13]. In particular, we use existing bioinformatics
tools that are either designed for single processors or clusters
rather than for Grids. We have built as system that wraps
around existing code, “extracts” the parallelism by creating
data chunks which can then be executed in parallel on a
Grid infrastructure or also on a single cluster. We designed
our tool called wg (Workload Generator) for various Grid
flavours (EGEE/gLite and NorduGrid/ARC) as well as clusters
and utilised existing brokering techniques of the different
middleware solutions. Originally, all data chunks had equal
sizes in order to execute similar tasks on the Grid. However,
due to the heterogeneous nature of hardware in the Grid,
different execution times were achieved which resulted in non-
optimal execution times for the overall sequence search and
analysis process.

Consequently, we created a Run Time Sensitive scheduling
and execution algorithm where the overall problem (i.e. bio-
logical datasets that are used as input parameters) is divided
into tasks that are assigned on demand (during run time) to
processors. This model with a Task Server is also common in
projects like BOINC [2] and helps improve the overall perfor-
mance of embarrassingly parallel bioinformatics code [22].

V. DISCUSSION

In the two use cases we have seen projects with rather dif-
ferent scopes, goals and approaches to adopt new technology.
EGEE, on the one hand, provides Grid middleware as well as a
production Grid infrastructure that needs to be “permanently”
operational. Additionally, the code base of EGEE is based
on more than 5 years of Grid development and deployment in
predecessor projects. Therefore, the middleware does not adopt
the latest standards in Grid computing but rather follows a
more conservative approach and relies on established standards
that have proved production quality. The recent standardisation
changes underlined once more that the conservative approach
was suitable for a production infrastructure. On the other hand,
EMBRACE is an example project that does not yet have direct
customers, and therefore can closely watch technology and
adapt/use it as appropriate. This is an observation that can
be made in current research&development projects as well as
production oriented projects.

Up to now, I only talked about scientific use cases but
Grid computing is becoming more and more important in
the business and industry world [19]. This is particularly
visible at international Grid events, and it is also reflected
in different Grid strategies mainly presented by IT or IT
related companies. However, the Grid vision about resource
sharing has some negative aspects that are sometimes difficult
or impossible to overcome. Sharing resources means to some
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extend that knowledge or power is given away. For instance,
running a proprietary application on a remote resource that
is not owned by the organisation or company that actually
launched the application might cause conflicts in several ways.

A typical example is the pharmaceutical industry: even if
there is currently interest in Grid technology for drug docking
and drug discovery (i.e. rather typical embarrassingly parallel
Grid applications in bioinformatics), once the drug is in a
very competitive situation where it could enter the market,
companies tend to prefer running the computing intensive
applications in-house rather than on a public Grid”. This is
due to the fact that remote sites are not considered to establish
the same trust relationship as local, in-house clusters might
give. Therefore, there is still quite a long way to go to give
companies the full confidentiality that data and resources can
be used in a very secure way.

VI. CONCLUSION

The article gave a brief introduction and some highlights of
using Grids in High Energy Physics as well as in a selected
field of bioinformatics. Sometimes researchers from outside
the Grid domain question the main research goals in Grid
computing since superficially several of the current problems
“have been solved already somewhere else”. However, the
real challenge in Grid computing is the scale: having 5 sites
working together is still quite simple. However, it is a major
challenge to make operational more than 150 sites in several
different continents with all kinds of different cultures and
administrative policies.

Another challenge is the adoption in a scientific domain.
High Energy Physics has already adopted the ideas of Grids
and distributed computing many years ago but the technology
needs to be stable and reliable. The bioinformatics community
is also approaching this path. Now it is important to continue
build high-level tools for application scientists to use Grid
and Web Services technology in a transparent way without
exposing too much the details of distributed software. Further-
more, people are not requesting anymore simple computing
or data intensive applications. There is much more demand
for applications that understand the semantics of a particular
science domain. If these steps are reached, Grid technologies
can also be adapted by a wider, non-scientific user community.
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