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Abstract—In this paper we propose a segmentation system for The latter approach is useful in the case of touching printed
unconstrained Arabic online handwriting. An essential probleharacters and handwriting. A higher level of performance is
addressed by analytical-based word recognition system. The systgBserved by combining the results of both approaches [2].

is composed of two-stages the first is a newly special designednjike analytical methods, holistic methods are constrained
hidden Markov model (HMM) and the second is a rules based stage. yt '

In our system, handwritten words are broken up into characters%% appl|gat|ons with a small Iexmpn size as in bank check
simultaneous  segmentation-recognition using HMMs of uniquefOCessing systems where the lexicons do not have more than

design trained using online features most of which are novel. TB8—40 entries. For unconstrained word recognition, the
HMM output characters boundaries represent the proposesalytical approach is preferred with the help of contextual
segmentation points (PSP) which are then validated by rules-baggghrmation.

post stage without any contextual information help to solve different In an analytic approach, the segmentation of words into

segmentation errors. The HMM has been designed and tested usin &ments that relate to characters i ired. N thel
self collected dataset (OHASD) [1]. Most errors cases are cured ents that relate 1o characters 1S required. INevertneless,

remarkable segmentation enhancement is achieved. Very promisth 1S not a trivial task due to problems such as touching,
word and character segmentation rates are obtained regarding @verlapping, or broken characters. Moreover, this operation is
unconstrained Arabic handwriting difficulty and not using contextnade more difficult because of the ambiguity encountered in
help. handwritten words. Therefore, most successful analytical
methods employ segmentation-based recognition strategies
where the segmentation can be explicit or implicit.
Segmentation based approaches try to segment a given
word into smaller entities. However, as it is extremely
difficult, if not impossible, to segment a given word into its
ANDWRITTEN words recognition is one of the researchngividual characters without knowing the word’s identity,
areas having a lot of open issues. Handwritten worggey ysually split a word into entities that don’t necessarily
recognition is considered as much more challenging problefgrespond to exactly one character each, and they consider a
rather than printed word recognition. This can be attributed ¢mper of possible segmentation alternatives at the same time.
the huge variability of handwritings among wr.iters whichr pically, an oversegmentation of the given input word is
make the problem much complicated especially if the help gitempted. That is, the image of a character that occurs within
natural language resources is absent. Natural languaggyord may be broken into several constituents, also called
resources themselves like public datasets, lexica, Ianguqﬁgphemes. At the same time the segmentation procedure
models, etc. are still not available for some languages or soqig)ids merging two adjacent characters, or parts of two
problems. For example, handwritten datasets for Latin ag@jacent characters, into the same constituent. A large number
much more available and intense rather than those for Aralyg. heuristics for achieving such kind of segmentation have
Also, handwritten datasets for offline recognition problem angeen reported in the literature [3].
much more available rather than those for online recognition pp advantage of segmentation based word recognition
problem. This is due to the earlier beginning and continuity @themes is that the problem is reduced to isolated character
those researches that motivated researchers to build %Qognition - a problem for which a number of quite mature
provide such resources. The language characteristics also SRfbrithms have become available. On the other hand,
hold back achieving significant results in the recognitioBegmentation and grapheme recombination are both based on
problem solution, for example, diacritics presence angeyristic rules that are derived by human intuition. The
cursiveness of Arabic leaving the generalization issue open fﬂivelopment of automatic procedures that are able to learn
upcoming researches. A word recognition algorithm attemp§ggmentation rules from training data and automatically infer
to associate the word image to choices in a lexicon. Typicalkye parameters that guide the search for fitting the optimal
a ranking is produced. This is done either by the analyt{¢,aracter hypotheses is still an open problem [3].
approach of recognizing the individual characters or by the gpe approach for segmentation is by proposing a high
holistic approach of dealing with the entire word image. number of segmentation points, offering in this way several
segmentation options, the best ones to be validated using
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generated using Transformation-based learning (THR¢ [18] (off-line) and those who used public databadan’t
Stefano et al. [5], segment online handwriting iatementary benefit from it all, they used only 1000 to 2000 rds for
strokes. The method is based upon filtering thecieie training and 300 to 400 words for test.

Fourier Transform (DFT) of the sequences x(n) a(m) wat Kurniawan et al. [9], have used 1000 words of IAM
different resolution and building a saliency mapnfr the database (6417 patterns of valid and invalid ppiate used
reconstructed sequences by the Inverse Discretaigfoufor training, 317 words (1902 segmentation poires) used
Transform (IDFT) for every scale. The map recoidsificant for test. Rehman Khan et al. [10], have used tnginilata
curvature variations on the original curve. Anothesearch by consists of 2678 words (25072 patterns) and tdst dansists
De Stefano et al. [6], decompose the online harithmri of 2936 patterns. Cavalin et al.’s [11] experimesnts carried
English words into shape primitives. Then, ligatdetection out using 18,624 unconstrained word images availablthe
is done by selecting the regions of the word thaveh IAM database, distributed as follows: 12651 foirtitag, 3168
horizontal density histogram zones which count Ior validation and 2805 for testing. For De Stefaal. [5],

Segmentation points are located at the intersectimiween
the ligature and the word middle-line and the bLasel
Abdulla et al. [7], have presented a rules-basedes for
offine Arabic handwritten word segmentation whettee

1,000 words produced by the same writer providedthsy
Handwriting Recognition group at IBM T.J. WatsonsRBarch
Center, were used. While in De Stefano et al.46]ata set of
1600 words produced by 100 different writers isdugebdulla

image upper contour information is kept. The contpixels
are then divided into segments of which slope isutated to database and AHD/AUST database (self collectedsdata
find the writing direction changes ‘+' or ‘-‘. Thessegments containing 12300 Arabic handwritten words by 82fetiént
are combined to form bigger decisive segments (DSyriters). Kherallah et al. [8] have used 34500 vgoofl ADAB
according to certain rules which are searched tud fi database. 20000 words are used as data prototyygesthers
appropriate feasible segmentation points (FSP)rdowp to are used for testing.
another set of rules. Kherallah et al. [8], haveelgped a The evaluation result in the latter case is meastire word
simultaneous handwriting segmentation-recognitigistesn  recognition rate (WRR). For the former systems isglvhe
for online Arabic handwritten words based on Freemades word segmentation problem without the presence of
similarity. Handwritten scripts are segmented irionple classifiers, human experts are usually asked téoperthe
strokes and represented as a super-position of sinifted classification for evaluation. The evaluation réssiimeasured
versions of beta-elliptic models characterized Hbyee¢ either by the word segmentation rate (WSR) or the
parameters. 8-directional Freeman chain codes draceed segmentation points recognition rate (SPRR), akftned as
and matched using Euclidian distance calculatior faharacter segmentation rate ‘CSR’). Kurniawan €93 have
recognition. achieved recognition rate 82.63% (SPRR) for valid
Another approach for segmentation followed by othedentification of 1,902 pattern of segmentation noiThe
researchers is to also to propose a high number méuro rule-based segmentation algorithm by Rehmlzanket
segmentation points and validate them by feedirgfufe al. [10] has achieved recognition rate of 91.21% Valid

et al. [7] have conducted their experiments on IEN/INIT

vectors representing the segmented parts to soassifobr
(especially neural network ‘NN’) rather than usihguristic
rules. Kurniawan et al. [9],
segmentation system for offline English words ustegtour
analysis to locate segmentation points in cursiaediwriting
then combine a feed forward NN to validate themhrRan
Khan et al. [10], have used rules-based methodotaté

identification of 2936 segmentation points (SPRRje top-1
word recognition results (WRR) achieved by Cavadinal.

have developed a worfll1] 97.4%, 93.9%, 86% and 78% for 10, 100, 1008 317

word lexicon sizes respectively. For Kavallieratual. [4],
experiments held on 500 English and Greek word25y
writers (2:1 training-test ratio) gave 77.8% accyrd/NSR).
De Stefano et al. [5] produce correct decompositic®9.53%

of the words. While in De Stefano et al. [6], ar@age correct
segmentation of almost 68% over the 26 charactassek
(CSR) is achieved. Abdulla et al. [7] have got 8%%band
95.66% word segmentation accuracy (WSR) for the/lIRN'

segmentation points in cursive offline handwrittEnglish
words, then, combining a feed forward NN for vafida.
Cavalin et al. [11], present an implicit segmeitatbased
method for recognition of offline English words ¢high a
two-stage hidden markov model (HMM) recognizer. Tint  database and AHD/AUST database respectively.

HMM stage is a Segmentation-Recognition (SR) modcule In this paper we proposed a HMM-based word
gives the N best segmentation-recognition pathse Tilsegmentation system for unconstrained Arabic online
verification stage re-ranks the N best segmentatiohandwriting. Our system follows the analytical apgoh
recognition paths by re-classifying the segmentedracters where words are broken down into characters by the
using a powerful HMM isolated character recognizer. segmentation-recogniton HMM. The HMM proposed

As shown above, most
segmentation problem solely with human expert eatan
rather than recognition, have used limited datasétsheir
own despite the availability of large public datasdike
UNIPEN [12], IAMonDB [13], ADAB [14] (on-line) and
CEDAR [15], NIST [16], IFN/ENIT [17] and IAM datalse

researchers working on tlsegmentation points are then validated using roésed post

stage without any contextual information help. Bvaluation
of the segmentation performance is done using huerpert.
Thus we have used a self collected dataset thathave
presented in previous work [1]: the OHASD datatias, first
online handwritten Arabic sentence dataset. Thasghtis
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unconstrained, natural, simple and clear. Textssarapled
from daily newspapers and are dictated to writsiagitablet
PCs for data collection. The current version inelidl54
paragraphs written by 48 writers. It contains 6&gt tines,
more than 3800 words and more than 19,400 chasadi¢ée
divided the dataset to 110 documents for trainibg, for
validation and 30 for test. The results achieved waery
promising regarding the fact that no contextuabinfation is
used.

The paper is organized as follows: Section 2 giges
description of the word segmentation system. Expenits and
results are presented in Section 3, and Sectioraésdsome
conclusions and proposes future work.

Il. SYSTEM DESCRIPTION

The system we propose is composed of several Ultis.
first is a pre-processing unit where the input wettbkes
undergo the main preprocessing operations of snmapthe-
sampling, and normalization. The second unit

complementary strokes removal (section A) wheres,dotthose

hamza and other secondary (delayed) strokes artifidd

and filtered out from the main word strokes basedeuristic
rules. The third unit is the feature extractiontwahere local
and vicinity features are computed for a windowsamples
moving in the samples writing order direction. Tédeatures
are discussed in details in section B. Frames mpdeom the
extracted features are passed to pre trained HMM
simultaneously segment and recognize the characheng
represent. The HMM proposes characters with
boundaries are considered as segmentation poiritsecinput
word strokes. These points are passed to a valiugipst
stage where different rules are applied in speafider to
relocate their position on the word strokes fooeneduction

and segmentation enhancement. More about these isile

given in section C. Finally, secondary strokesraassigned to
their corresponding main character bodies. Theildeibeach
of the system units are given in the following &wtd:

A. Secondary Strokes Removal

Secondary strokes removal is an essential stefpeinline
handwriting case, and especially for Arabic, beeawsiters
first cursively write the Arabic word then randomdyld the
secondary strokes to the main character bodiest iEhahy
they are also called delayed strokes as they arevriiben in
order with the main character body. Consequenttytha
feature extraction stage, where features are dgtfain the
writing order of strokes, the features extractednirthe
secondary strokes will be piled successively ateheé of the
feature matrix rather than next to their main chemafeature
vectors which is so confusing for classifiers.

Secondary strokes removal is achieved in two stafies
first filters out the significantly small size skes like single
dots. The second one filters out the relativelgdastrokes like
Hamza, Madda, Delayed-Alef, Kaf-hat and stuck dafter
baseline rough estimation. Geometric features frdmthe
word strokes are computed to act as reference valoe
compare and decide.

An example of of the pre-processing and dot removal
procedures for the wordl~; can be seen in Fig. 1.

>

-t

I T ST T S o

TR T Y

After smoothing, re-sampling and
normalization

Fig. 1 Word shape before and after pre-processing

Before pre-processing After removing secondaries

B. Features

The third unit in our proposed system is the featur
extraction unit. We used new features together woither
features found in literature. Features are computeda
window of samples moving in the samples writing esrd
direction. These features have two types: Local oihity
features. Local features are those computed for samaple

is theelating it to another sample, whereas, vicinitatéeges are

representing all samples within the window.
Abdelazeem et al. [19] summarized features fourldeérature
as:

1. Delta X and Y: The relative change of each sample’s (P
x-value and y-value with the following sample which
represented withx(t) andAy(t) as shown in Fig. 2.

2. Writing Direction: It describes the local writing direction
tsing the cosine and sin ef(t), wherea(t) is the angle
between the line connecting the previous sampleaRd the

theirext sample B, and the positive direction of the x-axis as

shown in Fig. 2.

3. Chain Code: An 8-direction chain code is used to
guantize the change in direction between each taio @f
consecutive samples along the trajectory as inFig.

4. Angle: The angled(t) between each two samples on the
trajectory in radians, as shown in Fig. 4.

5. Aspect: It characterizes the height-to-width ratio of the
bounding box of the vicinity of {Pas shown in Fig. 4. It's
represented with A(t), where:

Ay*(t) — Ax*(t
MO = e

y*(8) + Ax*(t)

6. Curliness. Curliness C(t) is a feature that describes the
deviation from a straight line in the vicinity of, Where:

L(t)

c®= max (Ax*(t), Ay*(t)) B

()

and L(t) is the length of the trajectory in theimity of P, i.e.,
the summation of lengths of all inter-sample liegreents that
are shown Fig. 4.

7. Sope: The slope S(t) of the straight line joining thesfi
and last point in the vicinity of Pt as shown ig.H, where:

S(t) = tan 0" (¢t) 3)
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Fig. 4 Feature extraction in vicinity of sample P

We propose new local and vicinity features motisdabgy
our will to use offline features without generatiadpitmap for
the handwritten word, thus, avoiding any error rbaycaused
by this process.

The first new feature is local feature called théEEeature,
a three component directional feature: Moving ER&W
Fixed Eye, Word Fixed eye. Two types of directiofestures
are suggested: instantaneous and relative. Thaniasteous
feature is, the same described above in Fig. 3wagirig
direction’, as if, an eye is tracing the word seslsample-by-
sample in their writing order and finding the neltection
with respect to the current sample, we call it (MgvEye).
The relative feature is, as if, an eye is tracimgword strokes
in their writing order, sample-by-sample in theititimg order,
and find the next direction with respect to onesfixsample:
the very first sample written on the first strokethe word,
word head, we call it (Word Fixed eye) or the figasimple on
each written part of Arabic word, PAW head, we ta(PAW
Fixed Eye).

The advantage of using both instantaneous andivelat
features is that: the moving eye represent the ™imavriting
changes of the word (role of online feature) wherthe fixed
eye represent the writing changes with respechsar more
fixed points preserving relative locations (role offline
feature).

The EYE feature has two representations: one usimgnd
cosine the direction angle, the other uses the rpol
representation, length and angle value in radiaisthe
direction angle, we call it Polar-EYE.

1. Moving eye: the cosine and sin of the angle between tq_ea

line connecting B and R and the positive direction of the x-

axis.

2. PAW fixed eye: the cosine and sin of the angle between
the line connecting \Pand the stroke head and the positive
direction of the x-axis.

3. Word fixed eye: the cosine and sin of the angle between
the line connecting ;Pand the word head and the positive
direction of the x-axis.

4. Polar Moving Eye: the length of the line connecting P
and R,, and the angle it forms with the positive direotiof
the x-axis in radians.

5. Polar PAW fixed Eye: the length of the line connecting P
and stroke head, and the angle it forms with thsitpe
direction of the x-axis in radians.

6. Polar Word fixed Eye: the length of the line connecting
Pt and the word head, and the angle it forms Vhighgositive
direction of the x-axis in radians.

The second new feature is vicinity feature calldtbi@s
angles, where the cosine and sin of the anglesdastwhe
parallel chords connecting samples within a windovd the
positive direction of the x-axis as in Fig. 5.

And the Chords curviness feature, the ratio betwewen
chord length and inter-sample distance sum betvitsetwo
ends for all parallel chords as in Fig. 6.

_r ¢3 c2 cl
Li3+d4’ d2+d3+d4+ds ' d1+d2+d3+d4+d5+d6

] (4)

Fig. 6 Chords curviness feature

The best features are computed for each samplenwédth
fixed size window moving in the direction of wrignin the
sample order. These features are used to buildeapure
frames fed to the next system unit, HMM classifier.

Hidden markov models designed and trained usingédsa
of best features, are used to simultaneously segraed
recognize the test word feature frames to theiresponding
Bnharacters. We have HMMs for 68 unique models sEENng
28 Arabic characters (reduced to 19 after remodats) in
different positions together with 6 ligatures: Lafteem,
m-Alef, Nabra-Hah, Meem-Hah, Nabra-Meem
(megeemede¥eal). System parameters: (1) HMM number of
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states per model, (2) HMM number of Gaussian megyyer Rule 2: Eliminating PSP to merge very small size and

state, (3) number of samples per window (windove)siand closely located word segments on the same stroke.

(4) window overlapping are optimized using validatidata Rule 3: Eliminating more than one PSP on low slope word

set. The experimental result section details thémipation segments (dashes).

procedures and gives the best HMM structure uskd . HMM Rule 4: If a PSP will cause 2 word segments bounding

output characters boundaries represent the propodsakes to intersect, either translating the PSP ladiorth to

segmentation points (PSP) on the word strokes. elpesits prevent intersection, or eliminating the PSP adogrdo the

are forwarded to next unit (rules-based validagost stage) next word segment size.

for error reduction and segmentation improvement. Rule 5: Adding PSP to a multi-stroke word segment having
C.PSP Validation Sage large non overlaps on x-axis between these strokes.

o ) ) Rule 6: Shifting or eliminating PSP to merge vertically
The last unit in our system is a multi-stage rusérl post qyerjapping word segments on the same stroke anearby
stage that functions with the concept of relatirghe word

. 4 strokes (e.g. Kaf-hats).
segment to its predecessor and successor to &l R 7: Minor shifting of PSP location to the nearest valle
position of the segmentation point. on the stroke.
This role of this stage is mostly adjusting thersegtation Rule 8 Shifting or eliminating PSP to merge touching
points locations more than eliminating them becat@se

' strokes.
points proposed by HMM are much smarter than those

proposed by heuristics used in literature. Eigfffedént rules The sequence of applying these rules is: Rule le By
are applied in specific order to solve the segnt@mzerors Re 4. Rule 3. Rule 2. Rule 8. Rule 7. and finadyle 6.
(bad  segmentation, ~under segmentation and  OVE{amples of segmentation errors corrected by apglyhe

segmentation): above rules can be seen in Fig. 7. The effect e$ehrules

Rule 1. Shifting PSP lying very closely end of a stroke tqypjication on the segmentation result is detaifethe next
the stroke last sample, then either translate ionighte the gaction

next PSP according to the next word segment size.

Solved Cases Before After - Before After
i\ [ } [ ‘ ; j

ByRulel | 41 | | ‘ | "
- L - e q:‘—‘-———-— ‘l / 3 s
T LR UE 1

By Rule 5 \J / N Al | / r) | 1\ ( g\ (
: W EAY, i \ J J e 5
| ) t = _,_/‘-q‘ . s

| SR R | SR Y
| A 1~ \ f
a8 u? 3t : "J J |

Solved Cases Before After Before After

By Rule 3 | Aoy

By Rule 2 ‘\J\ )\ )l\

By Rule 8 \/ 0 . \%1
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Solved Cases i Before i After _ Before After
g il | Wl i R
By Rule 7 7 N, b 2 \ ) K / ) —
a &, a bs J :
’ : : z \
By Rule 6 ‘/LL \ ‘ i Q/ \\J % \\
ol ) l\) el

Ill.  EXPERIMENTAL RESULTS

Experiments are conducted using the OHASD datasss|f
collected dataset presented in previous work flindludes
154 paragraphs written by 48 writers. It contaii®® Gext
lines, more than 3800 words and more than 19,4@@ackers.
The dataset is divided 110 documents for trainibg, for
validation and 30 for test. These dataset divisioage 2802,
334 and 688 words respectively. We chose the huempert
evaluation approach since our basic concern is
segmentation task rather than the recognition. ialnit
experiments are first established using about bivd bf the
validation dataset (98 words) to first select Hesture types
and system parameters values optimization. Secottuy
whole validation dataset is used for validationgstaules
design.

TABLE |
THE FEATURE SET SEARCH EFFECT ONMM RESULTS

Fig. 7 Examples of segmentation errors correctethbyalidation rules

In the following experiments, the system parametaes
optimized in sequence using the winner
Experiments to optimize the window size parametarased
up that 9-samples window with no overlapping is liest to
use. Keeping the best window parameters and vartlieg
number of HMM states shows that 20 states with &BgSian
mixtures per HMM has the best overall result.

Experiments showed that increasing the state nurisber
improving WSR, WRR, CSR and CRR but also incredlses

tl?ﬁwder- and bad- segmentation in a faster rate.nlimeber of

HMM Gaussian mixtures variation didn’t affect thesults
remarkably as expected, thus, we have thoughtttodace a
new parameter to the system, which is the locatibhlMM
Gaussian mixtures. In other words, instead of hparHMM
with all its states having equal number of Gaussixtures,
we define a new HMM with variable Gaussian mixtures
number per state. We have tried to vary the lonatibstates
having multiple mixtures along the HMM. Experiments
showed that the best location for multiple-mixtstates is at

wus o .
Feat. WRR ~ WSR "7 WOSR WBSR  CSR  CRR  the peginning of HMM. Experimentally we found tHaMM
F1 204 1020 306 8469 204 57.34 5305 having 16 mixtures only for the first 8 states amdsingle
F2 4,08 10.20 1.02 8367 5.10 60.05 58.01 : ;
Fa oo 1939 o 775 206 65.46 o707 Gaussian for thg rest of states is the best HMMCcsire to be
F4 3.06 8.16 306 8571 3.06 52.37 63.21 used as shown in tables Il and Ill.
F5 8.16 18.37 0 79.59 2.04 68.17 70.43
F6 9.18 15.31 408 7857 2.04 70.88 70.20 TABLE Il
F7 8.16 18.37 0 78.57 3.06 69.07 70.65
pit 816 15.31 0 82.65 204 20.20 66.14 VARYING STATE NUMBER WITH ALL STATES HAVING THE SAMEMIXTURE
F9 10.2 14.29 0 76.53 9.18 73.36 74.14 NUMBER
F10 102 18.37 0 7755 4.08 72.23 71.78
Sltlates wrRrR  wsrR WYY wosr WBS  csr crr
FL EVE o SR R
F2: EYE & Polar EYE 8 6.12 16.33 000 8367 204 7223 67.04
F3: EYE, Polar EYE, Chords angles 10 9.18 21.43 0.00 76.53 2.04 7291 70.65
F4: EYE, Polar EYE, Chords angles & Chords curvwnes 12 11.22 21.43 3.06 73.47 2.04 75.62 71.11
F5: EYE, Polar EYE, Chords angles and Delta X,Y
F6: EYE, Polar EYE, Chords angles & Aspect ig igg;‘ g?gg gég g;g? %8‘21 ;ggg ;;;?
F7: EYE, Polar EYE, Chords angles & Curliness : ' : ' : ' '
F8: EYE, Polar EYE, Chords angles & Chain code 18 15.31 30.61 4.08 61.22 4.08 80.36 71.78
F9: EYE, Polar EYE, Chords angles, Aspect, Cur§n2<hain code 20 1633 37.76 4.08 5510 3.06 80.36 69.30
F10: EYE, Polar EYE, Chords angles, Aspect & Cedis 22 18.37 35.71 3.0¢ 56.1: 5.1C 79.6¢ 72.91]
24 15.31 26.53 5.10 51.02 17.35 70.88 72.69
: 26 18.37 26.5¢7 5.1C 53.0¢ 15.31  70.6¢ 71.3¢
Fea_lturgs are searche_d forwardly to find the t_)wiufes 28 1039 3265 512 50.00 1122 7178  74.49
combination as shown in table 1 where WRR is thedwo 3g 1633 3163 510 51.02 1224 6930 73.36
recognition rate, WSR is the word segmentation, MAteISR 32 1837 326t 6.1z 46.9¢ 14.2¢ 69.3( 74.7:
is the word under segmentation rate, WOSR is thel woer 34 2143 3571 510 4592 1327 7223 7472
36 2347 3673 816 43.88 11.22 7540 73.81

segmentation rate, WBSR is the word bad segmentadite,

CSR is the character segmentation rate and CRFRhas t

character recognition rate.

The set achieving these conditions appears to e F1
{EYE, Polar EYE, Chords angles, Aspect, Curlinefsdture
set.

feature set.
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TABLE IlI
VARYING STATE NUMBER WITH STATES HAVING VARIABLE MIXTURE NUMBER
(16 MIXTURES FOR THE FIRST8 STATES

States WUS WOS WBS
No. R R R

12 8.16 17.35 0.00 76.53 6.12 75.40 71.78
14 10.20 17.35 3.06 74.49 5.10 73.14  69.30
16 1429  28.57 5.10 64.29 2.04 76.98  71.56
18 12.24  34.69 5.10 57.14 3.06 76.98  69.07
20 13.27 30.61 4.08 58.16 7.14 78.33  69.30
22 16.33  32.65 6.12 56.12 5.10 7991 72.23
24 1531 35.71 7.14 51.02 5.10 7765 68.62

28 1429 4184 816 4286 714 8217 72.23

11.22 7923 7291
9.18 80.59 73.36

34 18.37 43.é€ 8.1.6 34.6¢ 13.27 79.2t  70.6%
36 2041 53.06 11.22 26.53 9.18 84.65 72.01
38 18.37 4184 1224 2959 1633 7856 72.23

40 19.39 4592 18.37 26.53 9.18 7991 7043
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Fig. 8 The effect of location of variable-mixtutates within the HMM

Moving to the PSP validation post stage, we hactuded
the rest of validation data encounter more of thitevs’

TABLE IV

THE VALIDATION POST STAGE SEGMENTATION RESULTS

variations for rules design. The effect of applythgse rules
is given in table IV. Unfortunately, we have limitsf

WSR  WUS WOS wgs

Symbol R R R

improvement. Actually, the words that could notfbed are R1 4731 1826 2335 11.08
either: (1) Under-segmented words by HMM, (2) bad R1-R5 5269 1078 2725 9.28
segmented words where PSP are located very far fr@in R1-R5-R4 56.29 1198 23.05 868
. R1-R5-R4-R3 57.7¢  11.9¢ 22.4¢  7.7¢
correct places, or(3) over/bad segmented wordsttinatinto R1-R5-R4-R3-R2 70.06 1587 808  5.99
under-segmented word after PSP validation. The irénta R1-R5-R4-R3-R2-R8 7216 1617 719 449

step is the secondary strokes restoration stagetisbp R1

information are used to assign the secondary sirodethe EI

HMM reference result 46.41 18.56 23.95 11.08

RS-RARI-R2-RE- 7595 1707 659 2.40

' - © € -R5-R4-R3-R2-R8-
main character having total or partial histograrertap on x- R7-R6 7844 1796 180 180

axis or that having the nearest located boundafies.results
of this stage are given in the table 5 below.
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TABLEV Secondary strokes restoration has been done based o
UNITS FORMAGNETIC PROPERTIES spatial information only which caused results detation due
o1 02 o3 o1 o2 O3 to severe location shifts between word characters their
W'\rllte Wﬁrd WSR WSR WSR CSR CSR  csr corresponding secondary strokes. . .
rivo. sNo. As a future work we need to investigate further

1 51  49.02 76.47 7255 8277 9331 901 e i
2 99 4444 8384 5657 8158 94.07 8l_l§nhar_lcer_nent of the HMM cla_ssmer design th_rough b
3 40 5250 8500 6000 8462 92.82 81.39pt|n7|zat.|0n of .s.tates numper, mlxtur.es number euixtures
4 46 3261 6522 4565 69.70 87.01 73.8fpcation in addition to grading the mixtures numgradual
5 7€ 4731 776 605: 815 913 818 increase or decrease of states’ mixtures numbergathe
6 22 63.64 7727 31.82 87.38 91.26 69.44 - . . .
Avera L, ue0n 7867 5710 8087 9202 80 8HMM). Addition of contextual information like langge
ge ’ ) ’ ) ) nodel also may contribute remarkable segmentation-
OL: HMM output recognition result enhancement that can furtheused for
02: PSP Validation stage output secondary strokes assignment on context base.
03: Dot restoration output
Unfortunately, spatial information was not enougttandle REEERENCES
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