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Abstract—In this study, a fuzzy similarity approach for Arabic 
web pages classification is presented. The approach uses a fuzzy 
term-category relation by manipulating membership degree for the 
training data and the degree value for a test web page. Six measures 
are used and compared in this study. These measures include: 
Einstein, Algebraic, Hamacher, MinMax, Special case fuzzy and 
Bounded Difference approaches. These measures are applied and 
compared using 50 different Arabic web pages. Einstein measure was 
gave best performance among the other measures. An analysis of 
these measures and concluding remarks are drawn in this study. 

Keywords—Text classification, HTML documents, Web pages, 
Machine learning, Fuzzy logic, Arabic Web pages.

I. INTRODUCTION
ITH the rapid growth of the Internet, there is an 
increasing need to provide automated assistance to Web 
users for Web page classification. Such assistance is 

helpful in organizing the vast amount of information returned 
by search engines, or in constructing catalogues that organize 
Web documents into hierarchical collections [1]. 
Classification is expected to play an important role in future 
search services. For example, Chen et al. [2] showed that 
users prefer navigating through catalogues of pre-classified 
content. In order to meet such a strong need, we need 
automated Web-page classification techniques. 

Web-page classification is harder than free text 
classification because of the noisy information founded in 
them such as advertisement represented through images, 
media sounds, navigation bars, and page formatting.  So we 
need to summarize and benefit from these data and make them 
useful for end user who needs to manage and plan their work 
depending on a more accurate classification process. It is an 
essential matter to focus on the main subjects and significant 
content. As a result the critical task to deal with ambiguous 
web pages and their embedded structure through studying 
HTML language to remedy the process and then using some 
classification method such as machine learning, or fuzzy set 
theory [3]. 

The language may affect the whole process because of its 
complexity for dealing with words and phrases, which occurs 
frequently in Arabic language, in which this language has a 
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little volume of spreading among the web in comparison to the 
other languages, and here are some factors that shows a clear 
picture about that: 

1. A word may act to be different, depending on the 
context in which it will occur, so the word may 
share equally or nearly equal in different classes, 
so that it makes an ambiguous view, like ( 

) , in which it may mean Mohammed (God's 
praise and peace upon him), messenger, emissary, 
plover, etc... 

2. There are some cases in which words may have 
more than one root in the native language." " it 
has two roots (" " ," ")

3.    How to verify from the word structure itself if it 
starts with the present tense prefixes such as “ ”,
“ ”.

4. There is no indication about the origin of the word if 
it is a verb or noun; as the following example shows: 
( ) it may be interpreted as the present tense of the 
verb ( ) or it may be interpreted as the noun that 
means: ( ) simple or facile or uncomplicated. 

5. And there are some idioms that occur frequently, and 
have no direct relevance to any of the categories such 
as “ ”,” ”,"  "" , 
etc...

Recently much work has been done on Web-page 
classification [1] [4-16]. In these approaches different 
methods are proposed. These methods includes: Web 
summarization-based classification, fuzzy similarity, natural 
language parsing web page classification and clustering to 
find reliable list answers, text classification approach using 
supervised neural networks, machine learning methods, kNN 
model-based classifier, and fuzzy classifiers.

In this study, an analysis and comparison of six fuzzy 
similarity approaches applied to Arabic web pages 
classification is presented. The clustering scheme is built and 
known for each category from training documents and the 
similarity between a test document and a category is measured 
using a fuzzy relation. 

This relation is called fuzzy term-category relation; where 
the set of membership degree of words to a particular category 
represents the cluster prototype of the learned model. Based 
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on this relation, the similarity between a document and a 
category's cluster center is calculated using fuzzy conjunction 
and disjunction operators [4]. 

After that the calculated similarity represents the 
membership degree of document to the category, and each 
membership functions of fuzzy sets take values in [0,1] that is 
used for testing different test documents in order to come out 
with the weakness points as well as the strength points. It may 
be observed then that representing the document as a Boolean 
features vector [4] simplifies greatly the fuzzy similarity 
formula and reduces it to a major factor.   

II. METHODS

A. Overview of the proposed approach 
A fuzzy similarity approach is used for Arabic web-pages 

classification. The proposed system is composed of five 
stages: Training, Noise Elimination, learning, classification, 
and testing stages as shown in Fig. 1. The clustering scheme is 
built and already known for each category from training 
documents and the similarity between a test document and a 
category is measured using a fuzzy relation. 

Fig. 1: The stages of the fuzzy similarity approach. 

This relation is called fuzzy term-category relation, where 
the set of membership degree of words to a particular category 
represents the cluster prototype of the learned model. Based 
on this relation, the similarity between a document and a 

category's cluster center is calculated using fuzzy conjunction 
and disjunction operators. After that the calculated similarity 
represents the membership degree of the test document to the 
category, and each membership function takes a value 
between 0 and 1. This value is used for testing different test 
documents in order to come out with the weak points as well 
as the strength points. The document is then represented (in 
one of the measures that is called Scfuzzy)as a Boolean 
features vector, which greatly simplifies the fuzzy similarity 
formula and reduces it to a major factor [4]. 

Six well-known measures using fuzzy operators are used 
and applied to different Arabic web pages. These measures 
include: Einstein, Hamacher, bounded difference, Algebraic, 
MinMax, and Scfuzzy approaches. Then comparison between 
these measures is presented in this study. 

B. Categories and their related terms 
Text documents are represented as a set of categories: C = 

{c1, c2, …, cn}. The category of a document D: c(D) C,
where c(D) is a categorization function whose domain is D 
and whose range is C [17].  

To compute the similarity model of each text document, 
each document is passed to an HTML stripper, to a stop word 
eliminator, and to a stemmer. Then weights are computed for 
each term. These weights represent statistical similarity 
between documents.  

Background knowledge is used in the classification process.  
Such background knowledge provided us with a corpus of text 
that contains information both about the importance of words 
to a category (in terms of their membership values in a large 
corpus), and the probability of words (what percentage that a 
test document will participate in the sameness process with the 
document). This gave us a large context in which to test the 
similarity of a training example with a new test example. Then 
this context is used in conjunction with the training examples 
to label a new web page. 

C. Fuzzy conjunction/disjunction based Algorithm 
Each document d has one category c; and as a result each 

category has one or more document. A set of n documents and 
their related categories are represented as an ordered pair 
where D = { d1, c (d1) , d2, c (d2) , …, dn, c(dn) }. The 
resulted documents that have many terms are stored with their 
relevant categories, as each row represents (term, document 
no., category no.). Then each term is counted for each 
document and is represented as the term and it’s frequency as 
follows: p = { t1, f(t1) , t2,f(t2) , ..., tn,f(tn) }.    f (ti) is the 
frequency of the term ti in the document or web page p. 

 Now the frequencies for each term are summed up for all 
the documents of a category to give the repetition of terms 
among their relevant categories. The membership value for 
each term is obtained by using Formula 1. 
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The membership value in fuzzy set theory denotes the 
degree of relevance of term ti to category cj, and the terms that 
consisted out from the n text document and their crisp 
classification, and so there are multiple categories with their 
membership degree values related to each term [4]. The binary 
classification vectors are applied in order to compare them to 
the existing fuzzy ones. For example, the membership value of 
some term ti to the category cj will be one if all the 
occurrences of the term ti happen in only one category. 

There are some consequences about the documents that are 
classified in many categories; and this may result implicitly 
into moderately convergence between each degree of voting 
or distribution for the term being examined. Tables I - III 
show an example of the relevant processes. 

TABLE I
TERMS, FREQUENCIES, AND CATEGORIES.

Term 
Doc Cat

d1    c1 
d2    c2 
d3    c3 
d4  1  c5 
d5  1  c6 
d6   1 c8  
d7    c7 
d8  1 2 c5 
d9 1  1 c8 
d10   1 c5 

TABLE II
TERM-CATEGORY FREQUENCY.

Categories 
Term c5 c6 c8 

0 0 1 
2 1 0 
3 0 2 

TABLE III
M (TI,CJ):- THE MEMBERSHIP VALUE OF TERM-CATEGORY FREQUENCY.

Categories 
Term 

c5 c6 c8 

0 0 1 
0.6666667 0.3333333 0 
0.6 0 0.4 

According to table III, term 1 ( ) will be classified to 
category c8, term 2 ( ) will be classified to category c5, and 
term ( ) will be classified to category c5. 

D. Fuzzy-based similarity approach 
After computing the membership values of the individual 

terms in each category, then we need to measure the 

likelihood for a given test web page to be classified into the 
existing categories of the training datasets. 

The test web page can be classified correctly if each of its 
terms is participated in the process of comparison or 
similarity. Let a test web page w = { t1, Deg (t1) , t2, Deg 
(t2) ... tn, Deg (tn) }, where Deg (ti) represents the 
membership degree for a (ti) to be associated with a test web 
page and computed by formula 2: 

)(
)(

))((
)(

)(
mtf
itf

itfMax
itf

itDeg                     (2) 

Then the similarity between w and a category cj is given by 
formula 3: 

wt
tDegjctM

wt
tDegjctM

jcwsim
)(),(

)(),(
),(                            (3) 

Where  and  denote the fuzzy conjunction and disjunction 
operators, respectively. These operators are replaced with an 
equation from table 4 and they are represented as t-norm, t-
conorm respectively as [4] [18].  

The t-norm value represents the mathematical value given 
in Table IV; which contains the membership value M (ti, cj)
for each term in each of the categories. This is a representation 
of all documents in each category, and so we deal now with 
the higher level of abstraction that contains the categories 
level and not the documents level. The second part is the t-
conorm (Deg(ti)), in which its value is determined by 
measuring the relevance of each term in the test web page 
document to the term with the highest occurrence frequency. 
There should be one term (tm) in which its degree Deg(tm)
equals 1, and the other terms which their frequencies less than 
the maximum is proportional to the maximum frequency of 
(tm). Table V shows an example of the process of the degree 
membership values Deg(ti).

E. A Special case of fuzzy similarity 
The proposed method for representing the degree 

membership for the test web page document may contain 
more computation, which is considered to be time consuming 
and take more space for storage. The test document may be 
represented as Boolean features vector [4], in which the 
degree function (Deg(ti) =1) for all the terms in the document. 
In this case, the similarity is calculated using formula 4: 

wt
j

i
j ctM

tCount
cwsim ,1,                       (4) 

M(t,cj) is the membership value in the training data, and 
Count(ti) is the total number of terms in the test web page. We 
verified the correctness of formula 4 by applying it to the t-
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norm, and t-conorm of Table 4. The results were always give      
t-norm (x, y) = X and t-conorm (x, y) = 1. 

TABLE IV
PAIRS OF T-NORM AND T-CONORM.

t-norm (x, y) t-conorm (x, y) 

Einstein Product: 

yxyx
yx

2

Einstein Sum: 

yx
yx

1

Algebraic Product: 
yx

Algebraic Sum: 
yxyx

Hamacher Product: 

yxyx
yx

Hamacher Sum: 

yx
yxyx

1
2

Minimum:
yx,min

Maximum:
yx,max

Bounded Difference:
1,0max yx

Bounded Difference: 
yx,1min

TABLE V
DEGREE MEMBERSHIP VALUE OF THE WEB PAGE TEST DOCUMENT.
Terms (ti) Term_Frequency Deg(ti)

 - tm 22 1 
 14 14/22 = 0.636 

 12 12/22 = 0.545 
 6 6/22 = 0.273 
 1 1/22 = 0.045 

F. The Classification Task 
Depending on the value of sim(w,cj), we repeated the same 

calculation for the next category with the same document and 
the next category till the last one. Then the category of the test 
web page p is the one that represents its contents by selecting 
the largest value of the similarity outputs, i.e.  Cat(p) = 
MAX(sim(w,c1), sim(w,c2), . . . sim(w,cn)).

III. EXPERIMENTAL RESULTS

First, the training data was collected from different sources, 
and then the different stages of the six fuzzy similarity 
approaches were applied to these data. The empirical analysis 
was performed on 50 standard well-known Arabic web pages, 
5 web pages for each category. These categories are: 
Autobiography (1), Children's Stories (2), Economics (3), 
Health and Medicine (4), Interviews (5), Religion (6), Science 
(7), Short Stories (8), Sociology (9), and Tourist and Travel 
(10). The six fuzzy operators were analyzed according to the 
number of documents classified correctly and the CPU time 
taken by each operator to classify the documents.  

Fig. 2 and Fig. 3 below show the results after analyzing the 
six methods according to the number of documents classified 
correctly. From these figures we can conclude that the 
algorithms performed differently for all categories depending 
on their precision, the category itself, or the whole test data. 
Einstein measure gave best performance among the other 
methods and then the Bounded measure followed by 
Algebraic measure and ScFussy (Special case fuzzy).

From Fig. 3, we can conclude that the algorithms perform 
differently for all categories depending on their precision, the 
category itself, or the whole test data set. Einstein measure 
was gave best performance among the other measures and 
then the Bounded measure followed by Algebraic measure.  

Fig. 2: Measures Performance 
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In order to investigate the effectiveness of the proposed 
approaches, we also analyzed these methods in terms of the 
CPU time. Fig. 4 shows the results after analyzing the six 
methods according to the average time taken by each method 
to classify the whole documents (time average for every 
category). Fig. 5 shows the CPU time analysis time average 
for every approach, i.e. time taken by each method to classify 
the whole documents (all categories).  From these figures we 
can conclude that the six operators were ordered according to 
the CPU time as follows (best first): MinMax, Algebric, 
Bounded, Hamcher, ScFuzzy and Einestien.  

Finally, we concluded after the completion of this research 
that if the number of documents classified correctly is the only 
criterion to be taken into account then Einstein, Bounded, and 
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Algebraic methods are the best among the other methods. If 
the CPU time is important then MinMax, Algebric, and 
Bounded are the best among the others. 

Fig. 4: Time average for every category 

Fig. 5: Time average for every approach 

IV. CONCLUSIONS AND FUTURE WORK

We have presented in this paper a fuzzy similarity approach 
for Arabic web page classification. The approach used fuzzy 
term-category relation by manipulating membership degree 
for the training data and the degree value for a test web page. 
We used and compared six measures in this study. These 
measures are: Einstein, Hamacher, bounded difference, 
Algebraic, MinMax, and Special case fuzzy (Scfuzzy). The 
best performance is achieved by the Einstein measure then the 
Bounded measure followed by Algebraic measure.  

The training data is first collected from different sources, 
and then normalized by passing it through the noise 
elimination module. The approach also includes the HTML 
stripping, stop word removing, and stemming. The learning
process began by representing terms as numbers to reduce
their representation. The final step in the process was to apply 
the six measures to the web pages. 

Future work will consider the use of hyperlinks embedded 
in each web page to some depth and find out the synonyms of 
their text terms, i.e. classifying pages depending on their 
hyperlinks, in which each web page is categorized based on 
the group of web pages that it refers to, and recursively get the 
category label with the most proposed one. 
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