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Abstract—Decision tree algorithms have very important place at 
classification model of data mining. In literature, algorithms use 
entropy concept or gini index to form the tree. The shape of the 
classes and their closeness to each other some of the factors that 
affect the performance of the algorithm. In this paper we introduce a 
new decision tree algorithm which employs data (attribute) folding 
method and variation of the class variables over the branches to be 
created. A comparative performance analysis has been held between 
the proposed algorithm and C4.5. 
 

Keywords—Classification, decision tree, split, pruning, entropy, 
gini.  

I. INTRODUCTION 
LASSIFICATION has gained a lot of importance in 
literature and it has a great deal of application areas from 

medicine to astronomy, from banking to text classification. 
The aim of the classification is to find the similar data items 
which belong to the same class. The term class may be 
considered as the dependent variable in statistics. For 
example, as the tail length, ear size, number of teeth etc are 
the variables which may vary from one specie to another, the 
variables ‘cat’ and ‘dog’ will be determined according to the 
values of the other variables. Classification is a predictive 
model of data mining that predicts the class of a dataset item 
using the values of some other variables. [2],[3]  

If  
D = {t1, t2, .....,tn}.  

is a dataset and each ti  is a record in the dataset with more 
than one attributes (data fields) and as 

 
C = {C1, C2, .....,Cm}  

C Represents m number of the classes. Then, 
 
f: D → C and each ti ∈ any Cj 
Each Cj is a different class and has its own records, i.e.  
 
Cj = { ti ⏐ f(ti) = Cj , 1 ≤  i ≤ n, and ti ∈ D}. 
 

So far, many algorithms have been introduced with different 
models. Classification algorithms may be categorized as 
follows. 
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• Distance based algorithms 
• Statistical algorithms 
• Neural networks 
• Genetic algorithms.  
• Decision tree algorithms 

K-Nearest Neighbor is one of the best known distance 
based algorithms, in the literature it has different version such 
as single link, complete link, K-Most Similar Neighbor etc.  
Distance based algorithms use Euclidian and  Hamming 
distance measures or any similarity measure such as Jaccard, 
Cosine, Dice etc. to determine the class of each item [6],[17]. 

Regression and Bayesian algorithms are some of the most 
frequently used statistical classification algorithms in the 
literature. Bayesian algorithms predict the class depending on 
the probability of belonging to that class. On the other hand, 
regression, after determining the model i.e linear or non-
linear, predicts the class with the coefficients produced from 
the data set [7]. 

Neural Networks and Genetic algorithms are other methods 
of clustering [4],[5]. Neural Network algorithms, predict the 
class of a data item with the help of the w weights calculated 
with lots of scans over the dataset[15]. 

Genetic algorithms, introduced by John Holland in 1975 
[1],[2] are numerical optimization algorithms inspired by the 
nature evolution process and directed random search 
techniques; using, cross over,  mutation techniques genetic 
algorithms  create the best population to  classify the data 
items [3],[4],[6]. 

Decision tree algorithms build a tree which also yields a 
series of if- else-then rules to classify the data items. ID3, 
C4.5, CART and sprint are among the best known decision 
tree algorithms. Since we propose a decision tree algorithm in 
this paper, we will discuss the decision tree model and some 
of the algorithms in the next section [3]. 

II. BACKGROUND AND RELATED WORK  

A. Tree Based Classification 
A tree approach is used for classification which is a model 

of data mining [8],[9]. To reach the classes through the 
shortest path the most suitable attribute is chosen to be the 
root and recursively the algorithm make calculations to 
determine the most suitable attribute in dataset to be the next 
node. Here ‘the most suitable’ adjective is to divide the rest of 
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the database roughly into two or more equal parts. The 
attribute which is the closest to this is chosen as the most 
suitable attribute. 

 

 
Fig. 1 A sample decision tree 

 
After choosing the root node, the algorithm adds arcs to the 

root for each predicate. Adding node to new branches is 
carried on as it is done for the first (root) node. During the 
processes if the pre-assigned criterion is reached, the arcing 
stops and the end of the final branch is labeled as one of the 
classes.  Here, an algorithm differs from one another with the 
splitting criteria it exercises. In the literature, entropy and gini 
index are mostly employed by different algorithms as spitting 
criteria.  

B. Tree Based Classification Algorithms 
In literature, there are different approaches to build a tree. 

One is to use entropy concept. ID3 and C4.5 algorithms use 
entropy to find the node representatives [10]. If we represent 
the probabilities as <p1, p2,…,pn> then the sum equals to 1 
[10],[11].  
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In this case, entropy is 
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ID3 algorithm determines the nodes with a gain value 
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The attribute which yields the highest gain is chosen as the 
root or the next node. 

C4.5 divides this gain value by splitting information which 
is calculated as: 
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Another approach is to use gini index as it is introduced in 
SLIQ algorithm [11],[13],[14]. 
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Applying the equation below, the most suitable attribute to 
split the database into two equal (or more) parts is roughly 
uncovered [8]. 
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CART algorithm use another entropy based algorithm to 
create binary trees. This algorithm is different from the others 
as it produces if-then rules with a Boolean answer only such 
as true/false, yes/no. It uses the following formula to 
determine the class of each data set [3]. 

       (7) 

III. OUR CONTRIBUTION  
We have adapted an algorithm to choose the right attribute 

to split the dataset into equal parts. The algorithm has been 
introduced for the databases which has categorical values. 
Obviously, categorical values need special treatment since it is 
not possible to calculate the average, standard deviation, sum 
of the values etc. for the entries. 

 We firstly determine the center of each attribute (CA). CA 
is calculated as in Eq. 9.   

Here N represents the total number of cases or the number 
of rows in the dataset. This value is divided by NV, that is the 
number of variables which reside in the current attribute. For 
example if the attribute is considered as a vector 

 
Vector = {A,B,A,B,A,A,A,A,A,B,A,C,C,C} 
Here N= 14 because there are 14 different values in the 

vector. NV equals 3 because there are 3 different variables in 
the vector , they are A, B and C. 

Equal-Split Parameter is the sum of the absolute difference 
between CA and NVi.  

NVi represents the number of each variable of the attribute. 
For the vector above we have NVi values for i = 3. NVA, NVB, 
NVC . Thus,  

NVA = 8; NVB = 3 and NVC = 3. 
Without regarding the class attribute EP values give the rate 

to fold the attribute into the number of variable types. If the 
attribute has two different variables, it will be folded in two, if 
it has three, four or five different variables, the attribute will 
be folded in three, four or five accordingly. When the attribute 
is folded with number of the variables, the length of the folded 
attribute is supposed to be minimum in size in order to 
generate an efficient decision tree which reaches the leaves 
through the shortest path available. So, minimum EP value 
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will give us the right attribute which reduces the attribute to 
the minimum length.  
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NCA =                    (9) 

 
EP value may give us an idea to choose the right attribute 

for splitting the dataset, however EP value is something to 
fold the attribute only not the dataset itself. When the class 
attributed is taken into account, EP value would not be enough 
whereas it is for clustering. Thus, the distribution of the class 
attribute over the branches is an important parameter to 
determine, if the attribute really folds the whole dataset into a 
minimum length. So, over the branches we calculate the 
variation of the class attribute. 

Firstly, we generate a class distribution matrix as in Eq. 10.  
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Here i = 1,2,…,n represents the number of variable type, 

and j = 1,2,…,m is the number of the classes in the dataset. 
Variation of this matrix will certainly give the distribution 

of the classes regarding the variable of each attribute.  
 

)var( nxmn AV =                              (11) 
 
So, we use average of  var(Vm) as the single value to show 

how well balanced the classes are distributed throughout the 
attribute. 

Finally,  
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the equation will give an idea about the balance of the classes 
(BC). Adding 1 to EP value is necessary in case of EP = 0. 

Considering the minimum length, the attribute which has 
the minimum BC value will relatively fold the dataset better in 
comparison with the other attributes. 

Here, we give the pseudo code of the proposed algorithm.   

 
Fig. 2 General structure of the algorithm 

 
Example:  
 Let Table I be the dataset of which decision tree will be 

generated for. 
 
For the dataset  
N = 15. 
For the variable A1;  NV = 2, NVTRUE= 7, NVFALSE = 8 

thus,  
so CA = 7.5 and EP = 1. 
For A2; NV = 3, NVBIG= 10, NVMedium = 3 thus,  
NVSMALL=2 ,  
thus,  CA = 5 and EP = 10. 
For A3; NV = 3, NVRED= 6, NVGREEN = 5, 
then,  NVBLUE=4 , thus,  CA = 5 and EP = 2. 
 
Therefore, BC values for each attribute is 
 
BCA1 =1.7071, BCA2 =8.9241, BCA3 = 1.6457. 
 

Input: 
D: Data // Get Data 
P: Purity of each class  // a value betweeb 0 -1. ie . 0.80, 0.95 
etc 
Output 
Decision Tree 
 
For each data atribute do 
 NV = number of variables 
 CA = N / NV  // Center is calculated 
 For i =  1 to NV 
  NVi = number of each variable 
  EP = CA - NVi 

End 
 For i =  1 to NV   
  EP = abs(CA - NVi ) + EP // EP value is calculated for 
each   
              attribute 
   
 // distortion of class distribution is calculated. 
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 End 
 
Loop 
Choose the lowest BC value as the node and arch it for NV 
If  the preasinged purity has not been reached  

go to step 1 for each branch 
Else 

Prune the tree according to the given initial criteria. 
STOP 
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In this case A3 which has the minimum BC value will be 
the node to split.  

 
TABLE I 

SAMPLE DATA SET (1) 
CLAS

S A1 A2 A3 
Type2 TRUE BIG RED 
Type1 TRUE BIG RED 
Type3 TRUE Medium GREEN
Type2 TRUE BIG BLUE 
Type1 TRUE BIG RED 
Type3 TRUE SMALL GREEN
Type2 TRUE SMALL BLUE 
Type2 FALSE BIG RED 
Type3 FALSE BIG GREEN
Type1 FALSE Medium BLUE 
Type2 FALSE Medium RED 
Type3 FALSE BIG GREEN
Type2 FALSE BIG BLUE 
Type2 FALSE BIG RED 
Type3 FALSE BIG GREEN

 
 
C4.5 algorithm chooses the same attribute (A3) because it 

has the highest GAIN value (0.5890). 
For C.4.5 gain values are as follows. 
 
A1 = 0.0298, A2 = 0.0525, A3 = 0.5890.  

IV. A COMPARATIVE ANALYSIS 
C4.5 algorithm is one of the most frequently used 

algorithms in literature, in this part of the paper we will 
discuss classification performance of C4.5 and the proposed 
algorithm. C4.5 algorithm classifies the data more accurately 
then ID3 does , because it employs a gain ratio by: 
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This put an advantage on C4.5 if the class borders are very 

close to each other. In this case C4.5 gives a better 
performance. Likewise our algorithm is superior to C4.5 when 
the distance is not much between the classes. 

Consider the Table II for a decision tree. If we apply C4.5 
algorithm the root node will be A1 attribute with a gain ratio 
of 0.1245 whereas A2 attribute will have a lower gain ratio 
which is 0.0608. 

When the proposed algorithm is applied, since A1 attribute 
has a BC value of 1, A2 attribute will have BC value, 2.5396 
the same result as the C4.5 algorithm has produced will be 
held. 

If Fig. 3 and Fig. 4 are examined it is clear that both 
algorithm have chosen the right attribute as the root node, 

because A1 attribute produces a  two-branch and better 
balanced tree in comparison with attribute A2. Attribute A2 
not only arcs three branches but also the branches it gives are 
not as balanced as A2 attribute’s branches are. 
 

TABLE II 
SAMPLE DATA SET (2) 

ID Class A1 A2 
1 Type1 Yes Hot 
2 Type2 Yes Hot 
3 Type2 Yes Hot 
4 Type2 No Warm 
5 Type1 No Warm 
6 Type1 No Warm 
7 Type1 No Cold 
8 Type2 Yes Cold 
9 Type2 Yes Cold 

10 Type2 No Cold 
 

 

 
Fig. 3 When A1 is chosen as root node 

 

 
Fig. 4 When A2 is chosen as root node 

 
Nonetheless, when a new record is injected to the dataset as 

it is depicted in Table III, the tree will be like in fig. 6 when 
A1 attribute is chosen and in Fig. 5 depicts the tree when A2 
is chosen as the root node. 

Now, let us check the new results given by both algorithms. 
C4.5 produces gain values as follows: 
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Gain(A1) = 0.1665 and Gain(A2= 0.0540). 
Then according to C4.5 A1 is still the root node. 
For the proposed algorithm, BC(A1) = 3.3094  and BC(A2) = 
2.2810. 

Thus, A2 is the root node. In the figures it is clear that with 
the new record, A1 attribute creates a less balanced tree than 
A2 does.  

With the injection of the new record, our algorithm changes 
the root node however; C4.5 cannot adopt itself to the new 
situation of the dataset. 
 

TABLE III 
SAMPLE DATA SET (3)  

AFTER THE 11TH RECORD ADDED 

ID Class A1 A2 
1 Type1 Yes Hot 
2 Type2 Yes Hot 
3 Type2 Yes Hot 
4 Type2 No Warm 
5 Type1 No Warm 
6 Type1 No Warm 
7 Type1 No Cold 
8 Type2 Yes Cold 
9 Type2 Yes Cold 

10 Type2 No Cold 
11 Type2 Maybe Hot 

 
 

 
Fig. 5 When A2 is chosen as root node (after the record is injected) 

 

 
Fig. 6 When A1 is chosen as root node (after the record is injected) 
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