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Abstract—Artificial Intelligence based gaming is an interesting 

topic in the state-of-art technology. This paper presents an 

automation of a tradition Omani game, called Al-Hawalees. Its 

related issues are resolved and implemented using artificial 

intelligence approach. An AI approach called mini-max procedure is 

incorporated to make a diverse budges of the on-line gaming. If 

number of moves increase, time complexity will be increased in 

terms of propositionally. In order to tackle the time and space 

complexities, we have employed a back propagation neural network 

(BPNN) to train in off-line to make a decision for resources required 

to fulfill the automation of the game. We have utilized Leverberg-

Marquardt training in order to get the rapid response during the 

gaming. A set of optimal moves is determined by the on-line back 

propagation training fashioned with alpha-beta pruning. The results 

and analyses reveal that the proposed scheme will be easily 

incorporated in the on-line scenario with one player against the 

system. 
 

Keywords—Artificial Neural Network; Back propagation 

Gaming; Leverberg-Marquardt; Minimax procedure 

I. INTRODUCTION 

 ISUALIZATION of gaming is an interesting research in 

the field of artificial intelligence. There are many popular 

games in the Sultanate of Oman, which the people inherited 

across the generations. These games represent the needs of the 

individual for physical activity and recreation for the spirit. 

Each game holds in itself the value and inheritance, 

intellectually and culturally, and has different forms. 

Numerous popular games under different names are practiced 

by men, women and children, which contribute to the leisure 

activation of physical and mental development.  Al-Hawalees 

is one among the popular games known in several states in the 

Sultanate of Oman and world community of Omani. It is like a 

game of chess requiring skill and intelligence exercised by the 

people of the sea more than others especially on the beach. 

This is a board type game with two players. In this paper, we 

deal with the possibility of implementing Al Hawalees game 

using Minimax and BPNN decision. The Al-Hawalees game 

can be implemented such that one human player can compete 

with intelligence computer player. Fig. 1 shows the semantic 

flow of the proposed Al-Hawalees game. A back propagation 

neural network (BPNN) is utilized to estimate the resource 

requirement of the on-line game. For example, memory 

requirement and number of related moves are more essential 

for the gaming in order to take a decision against human 

player in the automation [5]. Next, the Minimax Game Tree is 

employed to find the shortest cost effective computation for 
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each stage of the game. In the computation, however, the 

outcome of the Minimax, a minimum cost is also estimated 

using back propagation network to generate most latitude of 

winning the game against the human player [1] [2] [6] [7].  A 

game can be defined by the initial state that illustrates how the 

Al-Hawalees board is set up. The players define the legal 

moves of the Al-Hawalees. A terminal test and timer is 

fashioned to proclaim when the game is over. A utility or 

payoff function is an essential one which says who won, and 

by how much score and sort out rank of the players. 

In Al-Hawalees game with ideal moves computation, in 

turn, the Minimax algorithm can determine the best optimal 

move for a player by in receipt of shortest path cost 

computation from BPNN and assuming that the opponent 

plays perfectly by enumerating the entire game tree. In 

addition, alpha-beta algorithm has been incorporated to prune 

away branches of the search tree that it can prove are 

superfluous to the final outcome [8][9]. 

The BPNN is mainly utilized for estimating the number of 

resources to optimally accomplish the game in the on-line 

scenario. Time and space complexities are predicted according 

to the number of seashells which are involved for the playing. 

After alpha-beta pruning, the unnecessary branches are 

removed and verified whether the shortest cost is obtained or 

not. If not, then the BPNN is called again to estimate the most 

possible resources.  

The remainder of the paper is organized as follows. Section 

II describes criteria of the Al-Hawaless game. The BPNN 

based Minimax and the alpha-beta pruning of the Al-Hawalees 

game is enlightened in Section III. Section IV depicts the 

results and performance analyses.  Concluding remarks are 

given in Section V. 

               II. CRITERIA AND HOW TO PLAY THE AL-HAWALEES 

Al-Hawalees game board consists of 28 holes. Each player 

takes 14 holes. The holes are distributed into four rows and 

there are seven holes in each row. The initial phase of the 

game is to fill two seashells in each hole.  There will be 56 

seashells in 28 holes. Each player has 28 seashells to move 

around the board. One of the players should start to pick up 

seashells from any one of the holes randomly and starts to 

place one seashell in each hole either in clockwise or anti-

clockwise direction. The play is repeated until entire holes will 

be exhausted. Game will be over when one player’s holes 

become without any seashell. In our paper, we form a set of 

rules which are required for the game and implementation has 

been carried out to play by a human player against computer 

player. 
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Fig. 1 A proposed semantic flow of the Al-Hawalees game with optimal moves 

 

A. Rules of the Game 

 The principle of the game depends on moving seashells from 

one hole to one in left direction, for example, and eliminating 

opponent’s seashells from the board [3][4].  To start playing 

the game, one of the two players has to transfer two seashells 

from a hole in the first row. There will be three numbers of 

seashells in each of the second and the third holes. Then, this 

player will take all seashells from the third hole, there will be 

three seashells in the first round, and distribute them into the 

next three holes. The same player will move the three seashells 

from the last holes and distribute them to the next three 

consecutive holes. This player will stop if the last shell was to 

be put or dropped in an empty hole. If this hole is in the second 

row, the seashells opposite to this hole in the side of the second 

player will be eliminated.  Then, game comes to the second 

player turn. The second player will do similar as the first 

player. The process will be continued until the seashells of 

either player are completely eliminated from the hole. The 

player whose seashells entirely eliminated will be the loser and 

pay-off function generates -1. The other player will be the 

winner and utility function produces 1 to indicate the winning. 

There will be certain crucial chance of dice the game due 

diverse faulty moves of both players, the pay-off function will 

alarm as 0. 

The seashells eliminated from the board are called Makool, 

which means they are removed from the game. If the last 

dropped seashell was in an empty hole and there is no seashell 

in the opponent side facing this hole, then this is called 

Albayute. This is when one player needs to stop playing and 

gives turn to his opponent.  If the last dropped seashell was in 

an empty hole, in the second row, and an opponent seashell to 

be eliminated, then this called Akel.  The game also depends 

on counting principles that means the player should know 

counting when his game will finish. An intelligent player 

should compute and know which hole to start with. The goal is 

to eliminate the opponent seashells before he/she eliminates the 

opponent’s seashells. Fig. 2 illustrates the initial start of the 

game with Max and Min representations. Each player should 

start playing the game from first row, for example, and from 

either clock or anti-clockwise direction.  Next time a player can 

play from any row also from any appropriate hole, but move 

seashells from right to left is an appropriate one. 

A player may be chosen randomly to be first or second 

player. There are several possibilities of choosing the costing 

function. One possibility will be ,)( nnf =  where n is the 

number of seashells to be purged (Akel) from opponent in each 

turn of the game. Another one is ,m)m(h =  where m is the 

number of seashells that will be eradicated from player after 

he/she finishes his/her turns. A third one could be

mn)m,n(d −= . If we choose )(nf , for example, the 

computer player will assess the values of )(nf  for picking all 

holes to play one by one and store the value of )(nf  

corresponding to each move. The hole that leads to the highest 

value of the 14 values of )(nf  will be the first candidate to 

start the playing. In case of dice, the first with highest value of 

)(nf  will be picked; however, cost function value will be 

dependent on the estimation function of the BPNN. 
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Fig. 2 A board positions of Al-Hawalees game, illustrates Max and Min players one and two, respectively

The Minimax algorithm is designed to determine the optimal 

strategy for MAX [9], and thus to decide what the best first 

move is. In our proposed method, BPNN receives players’ 

requirements in order to compute the robust resource planning. 

For that, we have utilized two-stage hidden layer network to 

train network in the supervised manner. That means, we 

predefined the various possible moves and requirement in an 

off-line manner then network will be trained to obtain an 

optimal state of requirements before starting the game. The 

initial state computation is an essential one to possibly win the 

game against the human player. We fixed in the game Max as 

the system player which plays against the Min, human player. 

BPNN is the generalization of the Widrow-Hoff learning 

rule to multiple-layer networks and nonlinear differentiable 

transfer functions [1]. In our gaming problem, input vectors 

and the corresponding target vectors are used to train a network 

until it can approximate a function, associate input vectors with 

specific output vectors, or classify input vectors in an 

appropriate way as defined by the players. Networks with 

biases, a sigmoid layer, and a linear output layer are capable of 

approximating any function with a finite number of 

discontinuities. Standard BPNN is a gradient descent 

algorithm, as is the Widrow-Hoff learning rule [1], in which 

the network weights are moved along the negative of the 

gradient of the performance function. The term BPNN refers to 

the manner in which the gradient is computed for nonlinear 

multilayer networks. There are a number of variations on the 

basic algorithm that are based on other standard optimization 

techniques, such as conjugate gradient and Newton methods 

[1]. Properly trained BPNN tends to give reasonable optimal 

values for initial state of the game when presented with inputs 

that they have never seen. Typically, a new input leads to an 

output similar to the correct output for input vectors used in 

training that are similar to the new input being presented.  

Neural network training can be made more efficient if you 

perform certain preprocessing steps on the network inputs and 

targets. This section describes several preprocessing routines 

that you can use. The most common of these are provided 

automatically when you create a network. Network-input 

processing functions transform inputs into a better form for the 

network use. Processing functions associated with a network 

output transform targets into a better form for network training, 

and reverse transformed outputs back to the characteristics of 

the original target data. During the training, we have used the 

following preprocessing functions in order to obtain the robust 

estimation as in (1) and (2). 

p)sim(net, = a                  (1) 

t)postreg(a, = r]b,[m,             (2) 

The sim and net denote the simulation of neural network and 

the BPNN, respectively, and p represents number of input 

values to the BPNN. The t denotes target of the training. The 

m, b, and r represent slope of the linear regression, y intercept 

of the linear regression, regression value, respectively.  r = 1 

means perfect correlation. During training, we obtain values 

such as m = 0.6640, b = 24.2165, and r = 0.8788. 

The network output and the corresponding targets are passed 

to postreg . It returns three parameters. The first two, m and 

b, correspond to the slope and the y-intercept of the best linear 

regression relating targets to network outputs. If there were a 

perfect fit (outputs exactly equal to targets), the slope would be 

1, and the y-intercept would be 0. In this example, you can see 

that the numbers are very close. The third variable returned by 

postreg  is the correlation coefficient (R-value) between the 

outputs and targets. It is a measure of how well the variation in 

the output is explained by the targets. If this number is equal to 

1, then there is perfect correlation between targets and outputs. 

In the example, the number is very close to 1, which indicates a 

good fit.  

Fig. 3 illustrates the analysis values provided by postreg

for Al-Hawalees game. The network outputs are plotted versus 

the targets as open circles. The best linear fit is indicated by a 

dashed line. The perfect fit (outputs equal to targets) is 

indicated by the solid line. In this example, it is difficult to 

distinguish the best linear fit line from the perfect fit line 

because the fit is so good. 

III. PROPOSED METHODOLOGY 
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Fig. 3 Best Linear fit of the Al-Hawalees game 

 

 In order to tackle the time complexity, in this paper, we have 

employed a faster training algorithm called the Levenberg-

Marquardt algorithm. It is designed to move toward second-

order training speed without having to compute the Hessian 

matrix [1]. When the performance function has the form of a 

sum of squares, then the Hessian matrix can be approximated. 

Levenberg-Marquardt is performed as in (3) (4) and (5). 

 

net = newff(p,t,3,{},'trainlm')         (3) 

net = train(net,p,t),             (4) 

y = sim(net,p),               (5) 

 

where ‘trainlm’ denotes the function of Levenberg-Marquardt 

and newff is the BPNN feed forward network.  

 

A. Minimax and BPNN decision 

 Minimax function [10] is invoked after BPNN training is 

accomplished. The BPNN generates the optimal values for 

initial state to start the game based on the number of seashells, 

holes, and memory/space complexities of the game.  Fig. 4 

shows the pseudo code for the Minimax_BPNN_Decision and 

Minimax_value functions. 

The following is the algorithm for the gaming 

Step 1: Initial state will be estimated by the BPNN. It is trained 

based on the number of seashells, positions of the board, and 

threshold which are maintained by the player. 

Step 2: After finding the set of optimal parameters to start the 

game, the whole game tree will be generated all the way down 

to the terminal states. 

Step 3: Apply the utility function to each terminal state to get 

its value. 

Step 4: Use the utility of the terminal states to determine the 

utility of the nodes one level higher up in the search tree.  

Step 5: Continue backing up the values from the leaf nodes 

toward the root, one layer at a time. 

Step 6: In due course, the backed-up values reach the top of the 

tree; at that point, MAX chooses the move that leads to the 

highest value. This is called the Minimax decision, because it 

maximizes them utility under the assumption that the opponent 

will play perfectly to minimize it. 

Step 7: Cut off the search at some point and apply an 

evaluation function that gives an estimate of the utility of a 

state. Usually, it is not feasible to consider the whole game 

tree (even with alpha-beta).  

Step 8: Most likelihood of the game can be handled by an 
extension to the Minimax algorithm that evaluates chance 

nodes by taking the average utility of all its children nodes, 

weighted by the probability of the child. 

 

B. Optimal decision in the game 

 An optimal decision of Minimax is based on the BPNN 

training. However, Max therefore must find a contingent 

strategy, which identifies Max’s move in the initial state. Then 

Max’s moves in the states resulting from every possible 

response by Min. Then Max’s moves in the states resulting 

from feasible response by Min to the moves. This process is 

repeated until the consistent move is expected to obtain for the 

player. An Optimal strategy leads to outcome at least as good 

as any other strategy when one is playing a fail-safe adversary.  

Fig. 5 shows a sample Minimax tree of the Al-Hawalees, that 

initial state is optimally computed by the BPNN. Player 1 treats 

as a Max player and player 2 takes as a Min player. 

 

 

Fig. 5 A sample Minimax tree for the Al-Hawalees game with optimal 

values 
 

 

 If we assume that both players play optimally from there to 

the end of the game, then perceptibly, the Minimax value of a 

terminal state is just its utility function. Furthermore, given an 

option, Max desires to move to a state of maximum value, 

whereas Min prefers a state of minimum value described by 

(6). 
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where s denotes the states and a represents the state labels. The 

first Min node labeled B. It has three successor states named E, 

F, G with values 5, 6, 8 values respectively. So B’s Minimax 

value is 5. Similarly, the other two Min states such as C and D 

have the minimum values of 3 and 1, respectively.  The root 

node is a Max state whose successor states are B, C and D have 

the values of 5, 3 and 1 respectively. So that A has Minimax 

value of 5. We can also recognize the Minimax decision at the 

root that B is the optimal choice for MAX because it leads to 

the state with highest Minimax value. If the maximum depth of 

the game tree is l , and there are b legal moves at each point, 

then the time complexity of the Minimnax algorithm is )(
l

bO . 

The algorithm is a depth-first search, although here, we 

employed the implementation through recursion rather than 

using a queue of nodes, so its space requirements are only 

linear in l and b. By using the alpha-beta pruning [7], we can 

examine only require nodes which are suitable for winning the 

game. So, order of complexity becomes )( 2/lbO  instead of 

)(
l

bO . This means that the effective branching factor of Al-

Hawaless is b instead of b. Thus the factor becomes five 

instead of 25 in the case of five possible moves. 

 

IV. RESULTS AND PERFORMANCE ANALYSES 

 The proposed approach has been implemented in Visual 

Basic 6.0 and results were analysed using Matlab7.7. After 

optioning the number of holes and seashells that player wants 

to play, the BPNN is trained to get the feasible solution to 

achieve the game to the MAX’s player. For this test, the BPNN 

with input neurons are specified unambiguously and weights 

are computed.  

 

 

 

 

 

 

 

 

 

 

 

 

For example, if p is a set of input values and t is a set of 

target values that game wants to achieve after training, then we 

can specify the Feed-forward networks consist of 
1N  layers 

using the dot operator weight function, NETSUM net input 

function, and the specified transfer functions. Hidden layer has 

received weights from the previous layer called Input layer 

both input and hidden layers have the biases.  The final layer is 

the network output. Each layer's weights and biases are 

initialized. Adaption is done with TRAINS which updates 

weights with the specified learning function. Training is done 

with the specified training function. Performance is measured 

according to the specified performance function. Fig. 6 shows a 

sample training process using neural network training using 

Leverberg-Marquardt fast training for the BPNN. For example, 

P = [5 6 8 3 4 5 2 4 1] is a possible initial values of the 

Al_Hawalees game and target is specified as T = [2 2 3 4 3 5 1 

8 6 4].  A network is created with one hidden layer of five 

neurons as, net = newff(P,T,5). 

 The neural network is trained and plotted against the target to 

verify whether training process achieves the best possible move 

for obtaining MAX’s as conqueror of the game or not. Training 

function can be described as Y = sim(net,P);   and plotted its 

trained values as shown in the Fig. 7. Fig. 7(a) is the default 

training process of the game and Fig. 7(b) illustrates after 50 
epochs training close proximity with target of the optimal 

values which are possible require for the game. 

 

Minimax_BPNN-Decision (Al-Hawalees) returns an operator 
 

Invoke BPNN functions (1)-(5) to obtain the optimal state to start the game 

for each op in operator [Al-Hawaless] do 

value [op] = Minimax_value (Apply(op, Al-Hawalees), Al-Hawalees) 

end 

return the op with the highest value[op] 

 

Minimax_value (state, Al-Hawalees) returns a utility value 

 
if Terminal_Test [Al-Hawalees ].(state)  then 

return Utility[Al-Hawalees].(state) 

else if MAX is to move in state then 

return the highest Minimax_value of Successors(state) 

else 

return the lowest Minimax_value of Successors(state) 

 
Fig. 4 Pseudo code for implementing Minimax_BPNN and Minimax_value functions. 
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Fig. 6 BPNN based game training using Levenberg-Marquardt 

 

(a) (b)

 
Fig. 7 Training process for the game by default and 50 epochs 

A. Performance analysis 

In performance analysis of choosing the initial and optimal 

moves of the game, best performance validation performance is 

attained at epoch 5. The train, validation, test and best are also 

shown in Fig. 8. Mean square errors between these parameters 

are computed for best fit of the gaming problem with respect to 

number of holes and seashells of the game. In order to attain 

rapid training process to get better time complexity as compare 

to the default training method, we have utilized Leverberg-

Marquardt. This method achieves better possible computation 

of initial state fixation in the second epochs and best validation 

performance as 4.273 instead of 641.59 at epochs 5. This result 

reveals that Leverberg-Marquardt method is best suitable for 

gaming training approach in the estimation of initial state. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

B. Training gaming state and Regression  

Training game states are a computationally challenge 

process. The gradient, Mu (µ ) and validation check are 

performed to illustrate the prominence of the proposed method. 

At the epoch 11, gradient = 69.66, µ = 100 and validation 

check = 6 were attained. This is shown in Fig. 10. These results 

show that the proposed rapid training process can effortlessly 

include in the on-line gaming. Our next test belongs to 

regression analyses of training, validation, testing and entire 

three processes. Training regression was 0.94037 for different 

target, validation regression was 0.879 and testing regression 

was 0.898. The overall performance of the gaming training was 

0.918.  Fig. 11 illustrates the regression process of the gaming. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

C. Confusion matrices and Receiver operating 

characteristics 

Confusion matrix is essentially used to analysis the 

performance variation between output and target classes. In our 

proposed method of training the game, we have performed 

three different confusion matrices such as training, validation 

and testing, and obtained the values 76.2%, 74.0 and 76.0, 

respectively. The overall performance of the confusion matrix 

was 75.7% as shown in Fig. 12.  Receiver operation 

characteristics curve (ROCs) is primarily utilized to evaluate 

the end-user benefits due to the chance over of new 

methodology. In our game problem, we plotted the Training, 

Validation, and Testing ROCs with respect to false and true 

 
Fig. 8 Performace analysis of the game at epoch 5 

 
Fig. 9 Performance analysis based on the Leverberg-

Marquardt fast training method 

 
Fig. 10 Representation of game training states 
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positive rates. True and false positives are in favor of MAX 

and MIN players, respectively as shown in Fig. 13. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ONCLUSION AND FUTURE ENHANCEMENT 

In this research paper, an Artificial Intelligence based 

gaming issues are analyzed. We mainly dealt with the 

automation of a tradition Omani game named Al-Hawalees. 

We framed its related criteria and issues for the on-line 

implementation. Minimax_BPNN decision is incorporated to 

make a diverse nudges of the on-line gaming. In order to equip 

for the time, space complexities and initial state computation, 

we employed a BPNN to train in off-line to make a decision for 

resources required to fulfill the automation of the game. We 

utilized Leverberg-Marquardt training approach in order to 

obtain the speedy response during the gaming. The results and 

analyses based on regression, confusion, and ROCs disclose 

that the proposed scheme will be aptly incorporated in the on-

line scenario with one player against the system. In our further 

research, an on-line training approach will be suggested to 

estimate the resources of the game in the multi-player 

environment with alliance perception in near future. 
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Fig. 11 Illustration of training, testing and validation regressions 

 
Fig. 12 Confusion matrices for the game 

 
Fig. 13 Receiver operator characteristics curve of the game 
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