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Abstract—In non destructive testing by radiography, a perfect 

knowledge of the weld defect shape is an essential step to

appreciate the quality of the weld and make decision on its 

acceptability or rejection. Because of the complex nature of the 

considered images, and in order that the detected defect region 

represents the most accurately possible the real defect, the choice 

of thresholding methods must be done judiciously. In this paper, 

performance criteria are used to conduct a comparative study of 

four non parametric histogram thresholding methods for automatic 

extraction of weld defect in radiographic images.

Keywords—Radiographic images, non parametric methods, 

histogram thresholding, performance criteria. 

I. INTRODUCTION

HE segmentation constitutes one of the most significant 

problems in image processing, because the result 

obtained at the end of this stage strongly governs the final 

quality of interpretation [1]. The radiographic film images 

contain weld defects placed in background with different 

intensities. For such images, intensity is a distinguishing 

feature that can be used to extract the defects from the 

background. Therefore, a thresholding technique becomes a 

strong candidate for efficient radiographic image 

segmentation.  

Thresholding is the process of partitioning pixels in the 

images into object and background classes based upon the 

relationship between the gray level value of a pixel and a 

parameter called the threshold. Because of its efficiency in 

performance and its simplicity in theory, thresholding 

techniques have been studied extensively and a large 

number of thresholding methods have been published [2].  

Usually, automatic thresholding approaches are classified 

into two main groups: global and local. In global methods, a 

fixed threshold is used for the hole image, whereas in local 

methods the threshold changes dynamically (local methods 

are often used when the background is uneven due to the 

poor illumination condition) and the threshold value is 

computed for each pixel on the basis of information 

contained in a local neighborhood of the pixel. In the 

context of global thresholding many algorithms have been 

reported in the literature [3].   

Manuscript received October 10, 2005. This work was supported in part 

by the Signal and Image Processing Laboratory of the Welding and NDT 

Research Centre of Algiers, in collaboration with the Communications and 

Signal Laboratory of the National Polytechnic School of Algiers. 

N. Nacereddine, M. Tridi and N. Oucief are with the Welding and NDT 

Research Centre, Chéraga, Algiers, 16820 Algeria (corresponding author; 

e-mail: nacereddine_naf@hotmail.com).  

L. Hamami is with the Electronic Department, National Polytechnic 

School of Algiers. 

Finding the correct threshold value to separate an image 

into desirable foreground and background remains a very 

important step in image processing process. Furthermore, 

we are always interested in seeking some special universal 

algorithm to get the threshold value automatically. Actually, 

the computer can’t “see” the image and figure out the 

desirable foreground according to the relative background. 

So the idea is by using a statistics of an image to distinguish 

the best foreground. Histogram is the most direct and 

meaningful statistics of an image.

In bi-level thresholding, the histogram of the image is 

usually assumed to have one valley between two peaks, the 

peaks representing background and objects, respectively. 

There are two main approaches to the problem of locating 

the intensity threshold that ideally represents the bottom of 

this sometimes elusive histogram valley: parametric and 

non-parametric techniques. In the non-parametric case, we 

separate the two gray level classes in an optimum manner 

according to some posterior criterion, without estimating the 

parameters of the two distributions. The nonparametric 

methods are more robust, and usually faster than the 

parametric. In this study, we implement four non-parametric 

thresholding methods (Sec. III to Sec. VI) on radiographic 

film images of welds. The first two methods (Otsu’s and 

Kittler’s methods) are based on threshold selection by 

statistical criteria. Another method (Kapur’s method) is 

based on entropy measurement. The last implemented 

method (Tsai’s method) is based on the preservation of 

moments between the gray level image and its binarized 

version. 

In Sec. VII we present the comparison methodology and 

performance criteria. The evaluation results of image 

thresholding methods, non destructive inspection by 

radiography are given in Sec. VIII. Finally, Sec. IX draws 

the main conclusions.  

II. DEFINITIONS

Let the pixels of the image be represented by L gray levels 

{0,1,2,…,L-1}. The number of pixels in level i is denoted by 

hi and the total number of pixels is denoted by N. To

simplify, the gray level histogram is normalized and 

regarded as probability distribution function 

1

0

1,0,/
L-

i

iiii ppNhp                        (1)    

Suppose we divide the pixels into two classes C0 and C1

by a threshold value at k; C0 denotes pixels with levels 

[0,1,…,k] and C1 denotes pixels with levels [k+1,…,L-1].

The probabilities of class occurrences  , class mean levels 

 and class variance for both classes are given by: 
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T and T are respectively the total mean and standard 

deviation.

III.   OTSU’S VARIANCE METHOD

Otsu [4] suggested minimizing the weighted sum of 

within-class variances of the object and background pixels 

to establish an optimum threshold. Recall that minimization 

of within-class variances is equivalent to maximization of 

between-class variance. This method gives satisfactory 

results for bimodal histogram images. 

To measure the thresholding performance, a criterion 

measure is introduced by Otsu: 
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where      
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is the between-class variance which can be simplified to 

2

2110
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The optimal threshold kopt is given by maximizing , or 

equivalently maximizing 2

B
, since 2

T
 is independent of k.

2
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IV.   KITTLERS AND AL’S CLUSTERING ALGORITHM

Kittler and Illingworth [5] describe a method originally 

designed for segmenting object from background in gray 

scale images. The procedure views the segmentation as a 

two class classification problem that can be distinguished 

based on the gray level histogram of the image. The goal is 

to find a threshold that minimizes the number of miss-

classified pixels. The histogram is viewed as an estimate of 

the probability density function of a mixture of two clusters. 

We assume that each component pi,c of the mixture is drawn 

from a normal distribution with mean i, standard deviation 

i and a priori probability i, so that 
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Fig. 1  Classification error for mixture of two Gaussians 

The classification error associated with a mixture of two 

normal distributions is given by the integral of the minimum 

of the two distributions. The Kittler’s and Illingworth’s 

method costs the thresholding problem as a classification 

problem and seeks the threshold for which the error is 

minimal. 

As shown in Fig. 1, the minimum error threshold can be 

found by solving the quadratic equation obtained by: 
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Since the true ( i, i, i) are rarely known, they need to be 

estimated using computationally expensive fitting 

techniques. Kittller and Illingworth propose a simpler 

technique for obtaining these estimates. Suppose that the 

histogram is thresholded at an arbitrary threshold k, then we 

can model the two resulting populations by a normal density 

hi/c,k with parameters ( i,k, i,k, i,k)  given in the definitions 

(see Sec. 2.). The probability of level i being correctly 

classified is given by 
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where      
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We wish to find the threshold k that maximizes this 

function. Since pi is independent of i and k, it can be safely 

ignored. Furthermore, since the logarithm is a strictly 

increasing function, taking the logarithm of both sides will 

not change the maximizing value. For simplicity, we further 

multiply by -2 and minimize 
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The overall performance is characterized by 

i
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Writing out J(k) gives 
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which reduces to  

1100
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Then, the optimal threshold is given by  

kJk
k

opt min                                    (15) 

V. KAPUR’S ENTROPY THRESHOLDING

The Kapur’s method [6] is based on the entropy theory. It 

consists in the maximization of the class entropies, which is 

interpreted as a measure of class compactness and 

accordingly, of class separability. The suggested probability 

distributions to represent the foreground and the background 

respectively are given by: 

Class C0 :
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The entropies for each class are given by: 
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and the total entropy is defined as 
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expansion of which leads to: 
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VI. TSAI’S MOMENT-PRESERVING THRESHOLDING

Tsai [7] used the preservation of moments to obtain a 

threshold value without iteration or search. The method also 

gives representative gray level values for each thresholded 

class, and the method is easily extended to multi-level 

thresholding. 

Defining m0 to be 1, i-th moment mj of a gray level image 

f may be computed from the normalized histogram hi

3210
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The image f may be seen as a blurred version of an ideal 

bi-level image g with gray levels mf and mb (mf < mb). The 

method selects a threshold k such that if all below-threshold 

values in f are replaced by mf, and all above-threshold values 

are replaced by mb, then the first three moments of f are 

preserved in the unblurred bi-level image g. Let 0 and 1

denote the fractions of the below- threshold and above-

threshold pixels in the gray level image. Then the first three 

moments of the binary image are given by 

1,2,30j;mmb j

b1

j

f0j ,             (24) 

Thus, preserving the moments and using the fact that      

0 + 1 = 1 = m0 , we have a set of four equations: 

In the bi-level case, the equations are solved by: 
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The optimal threshold k is then chosen as the 0-tile (or 

the gray level value closest to the 0-tile) of the histogram 

of f.    

VII.  THRESHOLDING PERFORMANCE CRITERIA

In practical thresholding applications, if the thresholding 

image is complex and the algorithm is fully automatic, the 

error is inevitable. 

The disparity between an actually thresholded image and 

a correctly/ideally thresholded image (ground-truth of input 

image) that is the best expected result can be used to assess 

the performance of algorithms [8]. In the case of the 

radiographic images of the welded joints, the automated 

image thresholding encounters difficulties because the 

object (weld defect) and background gray levels possess 

substantially overlapping distributions, even resulting in an 

unimodal distribution. Consequently, misclassified pixels 

and shape deformations of the object may adversely affect 

the results of radiographic film interpretation. Therefore, the 

criteria to assess thresholding algorithms must take into 

consideration both the noisiness of the segmentation map as 

well as the shape deformation of weld defects. 

To put into evidence the differing performance features of 

thresholding methods [2], we have used the following three 
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performance criteria: misclassification error (ME), relative 

foreground area error (RAE), and region non uniformity 

(NU). The region non uniformity criterion is not based on 

ground truth data, but judges the intrinsic quality of the 

segmented areas. We have adjusted these performance 

measures so that their scores vary from 0 for a totally correct 

segmentation to 1 for a totally erroneous case. 

A.  Misclassification Error 

Misclassification error (ME) [9] reflects the percentage of 

background pixels wrongly assigned to foreground, and 

conversely, foreground pixels wrongly assigned to 

background. For the two-class segmentation problem, ME 

can be simply expressed as: 

OO

kOkO

FB

FFBB
1  ME                     (29) 

where BO and FO denote the background and foreground of 

the original (ground-truth) image, Bk and Fk denote the 

background and foreground area pixels in the test image, 

and | . | is the cardinality of the set. The ME varies from 0 

for a perfectly classified image to 1 for a totally wrongly 

binarized image. 

B.  Region Non-Uniformity 

This measure [10,8] which does not require ground-truth 

information, is defined as 
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where 2

T
 represents the variance of the whole image, 

and
2

0  represents the foreground variance. It is expected 

that a well-segmented image will have a non-uniformity 

measure close to 0, while the worst case of NU=1 

corresponds to an image for which background and 

foreground are indistinguishable up to second order 

moments. 

C.  Relative Foreground Area Error 

The comparison of object properties such as area and 

shape, as obtained from the segmented image with respect to 

the reference image, has been used in [8] under the name of 

relative ultimate measurement accuracy (RUMA) to reflect 

the feature measurement accuracy. We modified this 

measure for the area feature A as follows: 
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where A0 is the area of reference image, and Ak is the area 

of thresholded image. Obviously, for a perfect match of the 

segmented regions, RAE is zero, while if there is zero 

overlap of the object area, the penalty is the maximum one. 

D.  Combination of Measures 

To obtain an average performance score from the previous 

three criteria, we have considered the arithmetic averaging 

of the normalized scores obtained from the ME, NU, and 

RAE criteria. In other words, given a thresholding 

algorithm, for each image the average of ME, NU, and RAE 

was an indication of its segmentation quality. Thus the 

performance measure for the ith tested image is written in 

terms of the scores of the three metrics as: 

3iRAEiNUiME  S(i) /)()()(       (32) 

The performance criteria measurement for the overall 

images for a given thresholding method is defined as:  

4iimageS  S
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VIII.  EXPERIMENTAL RESULTS AND DISCUSSION

In order to test the effectiveness of the different 1-D 

histogram based thresholding methods on real data, a set of 

four radiographic testing images representing weld defects 

such as lack of penetration, crack and porosities was used in 

these experiments. The weld defect images and their 

corresponding ground truths are shown on Fig. 2.a and 

Fig.2.b respectively. It is well known in the case of the 

radiographic images of welded joints that the major part of 

images presents complicated shape histograms due to 

several factors [11] such as uneven background 

illumination. Nevertheless, an appropriate contrast 

enhancement technique can contribute in the improvement 

of the thresholding quality. If small contrast between the 

background and the weld defect regions still remains, the 

global thresholding will not provide suitable performance, 

and thus, a thresholding method based on others approaches 

such as local approach will be recommended. The digitized 

images of weld defects in Fig. 2.a are thresholded using the 

optimal threshold value for each of the four methods studied 

above. The binary images obtained by thresholding are 

shown in Figs 2.c - 2.f. By using the proposed methods, the 

optimal thresholds for the images and their corresponding 

performance measures are reported in Table I.  

By examining the thresholding scores we can deduce that 

in the case of the 2
nd, 3rd and 4th images, the best result were 

provided by the Kapur’s method since its performance 

measure was the least, whereas the better result for the 1st

image was provided by Kittler’s method. Also, the Kapur’s 

method gives the more accurate results on the overall 

images (see Table I). Still for overall images, the Kittler’s 

clustering method comes in second position. Not far from 

Tsai’s method, Otsu’s algorithm produces comparable 

results. For the 1st and 3rd images, Kittler’s thresholds are 

not in agreement with those obtained by other methods. This 

substandard performance can be explained by the fact that 

these images present large light regions which are 

represented in the histogram by important thin picks without 

normal distribution whereas the Kittler’s method is well 

suited for images where classes are normally distributed. So, 

except for the method of Kapur which outperforms all the 

other methods, we can get the feeling that none of the other 

methods is the best or the worst one and they all have fail 

instance and outstanding result compare to other one in 

some special cases. From the computational viewpoint, it is 

worth noting that the four considered methods are fast since 

they provide the results after only few seconds. 
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IX.  CONCLUSION

In this study we have investigated experimentally the 

effectiveness of some 1D histogram based thresholding 

methods through radiographic images of welds. Four 

methods, based respectively on the within-class variance 

minimization, the minimum error clustering, the class 

entropy maximization and the moment preservation, are 

implemented on four images representing some types of 

weld defects. The effectiveness of these methods is 

measured by the quality of the obtained binary images using 

the performance criteria which is combination of the 

misclassification error, the region non-uniformity and the 

relative foreground area error. After the implementation 

issues, it is demonstrated that for the considered images 

generally, the Kapur method proves to be the stronger 

thresholding tool.     
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TABLE I

THRESHOLDING  EVALUATION  USING  PERFORMANCE  CRITERIA

Fig. 2 Thresholding results of weld radiographic images 

(a) Weld defect images  (b) Ground-truths of a  (c) Results of Otsu’s thresholding  (d) Results of Kittler’s thresholding 

(e) Results of Kapur’s thresholding  (f) Results of Tsai’s thresholding

Otsu Kittler Kapur Tsai 

Thres 152 215 173 135 Ima

1 S 0.1494 0.0954 0.1275 0.1560 

Thres 164 142 110 155 Ima

2 S 0.4089 0.1677 0.1385 0.3068 

Thres 163 3 79 118 Ima

3 S 0.4047 0.2483 0.1912    0.3507

Thres 128 146 102 126 Ima

4 S 0.3572 0.4553 0.1832 0.3476 

Sall 0.3300 0.2416 0.1601 0,2903 

a.

b.

c.

d.

e.

f.

Image 1 Image 2 Image 3 Image 4 


