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Abstract—In this paper, an intelligent algorithm for optimal 

document archiving is presented. It is kown that electronic archives 
are very important for information system management. Minimizing 
the size of the stored data in electronic archive is a main issue to 
reduce the physical storage area. Here, the effect of different types of 
Arabic fonts on electronic archives size is discussed. Simulation 
results show that PDF is the best file format for storage of the Arabic 
documents in electronic archive. Furthermore, fast information 
detection in a given PDF file is introduced. Such approach uses fast 
neural networks (FNNs) implemented in the frequency domain. The 
operation of these networks relies on performing cross correlation in 
the frequency domain rather than spatial one. It is proved 
mathematically and practically that the number of computation steps 
required for the presented FNNs is less than that needed by 
conventional neural networks (CNNs). Simulation results using 
MATLAB confirm the theoretical computations.    

Keywords—Information Storage and Retrieval, Electronic 
Archiving, Fast Information Detection, Cross Correlation, 
Frequency Domain. 

I.  INTRODUCTION 
URRENTLY, the electronic archiving process of 
documents becomes indispensable. It introduces many 

advantages such as faster accessing to information and storage 
quality and other benefits [2,3,9]. The main objective of this 
paper is to develop and improve the work presented in [19].  
   The selecting of the best techniques and methods of data 
compression is a key concern in the electronic archiving 
process. Due to the huge volume of documents being 
preserved, huge storage area is required which reflected in the 
cost [1,3,1,11]. 
   This work is an applied research discussing the impact of 
using different types of Arabic Fonts on the volume of data 
stored in electronic archiving systems [4,7,8]. This research 
depends on applying seven types of the most common Arab 
Fonts using four different Arab documents and studing the 
impact of each Font Type for each document. Five different 
types of widely used file formats, acrobat Format (PDF), Jpeg, 
GIFF,TIFF and  Word  Format, are used [3,10,16]. Also, all of  
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the elements that might affect the results other than the Font 
type, such as: Font size, distance between the lines (line 
space), the content of the document, and paper size are fixed 
[14]. Moreover, an intelligent searching algorithm for fast 
word detection in a given file is presented. 

A)  Fonts 
   The text of a document must be shown visually and 
characters must be mapped to abstract glyphs. One or more 
characters can be depicted by one or more glyphs in a 
probably context dependent way. A glyph is the real artistic 
representation of an abstract glyph, in a certain typographical 
model, in the form of contours or bitmaps which can be drawn 
on the screen or paper. A font is a whole of glyphs, observing 
all the same basic reason according to the design, Size, aspect, 
and other attributes associated with the whole unit, and to 
trace characters to abstract glyphs [6,8,14]. The Fonts are 
specified according to the following characteristics: 

1. Font family  
   A family of font is a group of fonts, conceived to be 
employed in association and exhibiting similarities in the 
design. A member of the family can be italic, another bold, 
and another condensed or using small caps [12,14].  

2. Font style  
   The font style specifies whether the text is to be rendered 
using a normal, italic, or oblique face. The italic is a more 
cursive face of companion to the face normal, but not as 
cursive as for him to make a face of manuscript. Oblique is the 
tilted shape of the normal face, and is generally employed like 
face of companion with sans-serif [6,14].  

3. Variant  
    Font Variant indicates if the text must be rendered using the 
normal glyphs for lowercase characters or using small-caps 
glyphs for lowercase characters. A particular font can contain 
only the normal, only the small-hats, or the two types of 
glyph; this property is employed to require a suitable font and, 
if the font contains the two alternatives, the suitable glyphs 
[6,8,14]. 

4. Weight of font 
    It refers to boldness or lightness glyphs employed to return 
the text, relative with other fonts in the same family of font 
[6,8,14].  

5. Font stretch  

C 
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    The font stretch indicates the desired quantity of 
condensation   or expansion in the glyphs employed to return 
the text, relative to other fonts in the same family [4,12,14]. 

6. Font size  
    The size of a font refers to the size from baseline to baseline 
[12,14]. 

B) Archiving File Format 
    There are many formats and electronic technologies to 
select for archiving. Those include the ASCII (for the text), 
TIFF, PDF, JPEG, and XML-not to mention the text 
processing, the assessments, and other formats. The nature of 
patent rights of some of these formats leads to the criticism 
which they cannot be guaranteed to continue for the term.  
Only one of these formats is only agreed upon to ensure 
posting conservation over a long period [15,16]. 
    The PDF represents not only the data contained in the 
document but also the exact form which the document took. 
The file can be viewed without original application. In fact, 
ten years as of now, and in the future, the users will be able to 
always view at the file exactly because it was created. With 
the addition of the metadata of XML to the PDF file, we can 
have fidelity and accessibility. 
    Since the PDF specification is publicly available, 
information about the file format is always available in the 
public domain, making it a very attractive format to choose for 
the electronic files. People with incapacities can also reach 
information by using assistive technology [10,13,15,16]. 
    For example, a visually impaired person might use a screen 
reader, available from vendors such as Freedom Scientific, 
Dolphin Oceanic, and GW Micro, to verbalize the text. This is 
done through embedded tags in the PDF file structure. These 
tags can be created automatically from the originating 
application or entered as part of an enhancement process 
[10,13,15,16]. 

C) File Formats  
   There are three different categories of file formats: bitmap, 
vector, and metafiles. Information of a file stored as a bitmap 
is stored as a pattern of pixels. When Information of a file 
stored as a vector file, its information is stored as 
mathematical data. The metafile format can store an image’s 
information as pixels, mathematical data, or both [15,16]. 
This Part briefly describes some of the most common formats 
which are usually selected for archiving purpose.  

1. PDF format 
    In 1992, John Warnock, co-founder of Adobe Systems 
Incorporated, speaking about the goals of a development 
Project known as Camelot, said, The Camelot project 
developed the technology known as PDF. PDF leveraged the 
ability of the PostScript language to render complex text and 
graphics and brought this feature to the screen as well as the 
printer. Since then, the updated versions of the specifications 
of PDF continue to be provided by the adobe via the Web. The 
term Portable Document Format, or the PDF, was invented to 
illustrate that a file in accordance with this specifications can 
be viewed at and printed on any platform UNIX®, Mac OS, 
Microsoft® Windows®, and several  mobile devices as well-
with same fidelity. A document of PDF is the same one for the 
unspecified one among it platforms. It is composed of an order 

of the pages, with each page including/understanding the text, 
characteristic of font, margins, layout, graphical elements, and 
background and text colors. With all this wealth of 
information, the file of PDF can be reflected exactly on the 
screen and the printing device of. It can also include other 
items such as metadata, hyperlinks, and fields of form 
[13,15,16].   

2. GIF Format 
    The Graphics Interchange Format (GIF) in the beginning 
was developed by CompuServe in 1987. It is one of the most 
popular formats of file for exchange of files graphs between 
the computers. It is most commonly used for bitmap images 
composed of line drawings or blocks of a few distinct colors.       
The format of GIF supports 8 bits of information or less color. 
Moreover, the format of GIF file supports transparency, 
allowing you to create a color in your transparent image 
[15,16]. 

3. JPEG format 
     The Joint Photographic Experts Group format (JPEG) is 
one of the most popular formats for web graphs. It supports 24 
bits of information of color, and is generally used for 
photographs of the file Formats-2. The format of JPEG file 
stores all the information of color in an image of RGB, and 
then reduced the volume of file by compressing it, or by 
saving only the color information which is essential with the 
image. The majority of the applications let the user determine 
the quantity of compression used by saving a graph in the 
format of JPEG. With the difference of the GIF, the JPEG 
does not support transparency [10,15].  

4. TIFF 
     The Tag Interchange File Format (TIFF) is a tag-based 
format that was developed and maintained by Aldus (now 
Adobe). TIF, which is used for bitmap images, is compatible 
with a wide range of software applications and can be used 
across platforms such as Macintosh, Windows, and UNIX.  
The TIFF format is complex, so TIFF files are generally larger 
than GIF or JPEG files [15].  

II.  MEASURING THE EFFECT OF ARABIC FONTS ON FILE SIZE 

    This part of the paper is an applied study. It Studies the 
effect of using different types of Arabic Fonts on the size of 
data stored in electronic archive. 
   This research is applied for eight different types of the most 
common Arab Fonts (Times New Roman, Arial, Arabic 
Transparent, Diwani Letter, Simplified Arabic, Tahoma, 
Andalus, and   Old Antic Bold). Four different Arab 
documents are used and the impact of each type of font is 
studied. In this research we used five different types of file 
format (PDF, JPEG, TIFF, GIF and Word format (Microsoft 
word)) which are more widely used. 
Here we have fixed all of the elements that might affect the 
results other than the Font type, such as: Font size, distance 
between the lines (Line space), the content of the document, 
and paper size. Figure 1 shows examples for the used 
documents with different fonts. Table I, II, III and IV shows 
the experimental results for the documents no. 1, 2, 3 and 4 
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with the eight Arab fonts. Figures 2:10 represent the results in 
a graphical form 

III. FAST INFORMATION RETREIVAL FROM PDF FILES BY USING 
NEURAL NETWORKS AND CROSS CORRELATION IN THE 

FREQUENCY DOMAIN 

    First neural networks are trained to classify sub-matrices 
which contain the required information from those which do 
not and this is done in the spatial domain. In the test phase, 
each sub-matrix in the input file is tested for the presence or 
absence of the required information. At each position in the 
input file each sub-matrix is multiplied by a window of 
weights, which has the same size as the sub-matrix. This 
multiplication is done in the spatial domain. The outputs of 
neurons in the hidden layer are multiplied by the weights of 
the output layer. When the final output is high this means that 
the sub-matrix under test contain diseases and vice versa. 
Thus, we may conclude that this  searching problem is cross 
correlation in the spatial domain between the file under test 
and the input weights of neural networks.   

    In this section, a fast algorithm for information detection 
based on two dimensional cross correlations that take place 
between the tested file and the sliding window (20x20 
elements) is described. Such window is represented by the 
neural network weights situated between the input unit and the 
hidden layer. The convolution theorem in mathematical 
analysis says that a convolution of f with h is identical to the 
result of the following steps: let F and H be the results of the 
Fourier transformation of f and h in the frequency domain. 
Multiply F and H in the frequency domain point by point and 
then transform this product into spatial domain via the inverse 
Fourier transform [20-22]. As a result, these cross correlations 
can be represented by a product in the frequency domain. 
Thus, by using cross correlation in the frequency domain a 
speed up in an order of magnitude can be achieved during the 
detection process [25-58].     

    In the detection phase, a sub-matrix X of size mxz (sliding 
window) is extracted from the tested file, which has a size 
PxT, and fed to the neural network. Let Wi be the vector of 
weights between the input sub-matrix and the hidden layer. 
This vector has a size of mxz and can be represented as mxz 
matrix. The output of hidden neurons hi can be calculated as 
follows [20-22]:  
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where g is the activation function and bi is the bias of each 
hidden neuron (i). Eq. 1 represents the output of each hidden 
neuron for a particular sub-matrix I. It can be computed for the 
whole file Ψ as follows: 
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    Eq.(2) represents a cross correlation operation. Given any 
two functions f and g, their cross correlation can be obtained 
by [23]: 
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Therefore, Eq.(2) can be written as follows [20-22]: 

( )ibΨiWgih +⊗=                       (4) 

where hi is the output of the hidden neuron (i) and hi (u,v) is 
the activity of the hidden unit (i) when the sliding window is 
located at position (u,v) in the input file Ψ and (u,v)∈[P-
m+1,T-n+1].  

Now, the above cross correlation can be expressed in terms of 
the Fourier Transform [20-22]: 

( ) ( )( )iW*FF1FΨiW Ψ •−=⊗              (5) 

(*) means the conjugate of the FFT for the weight matrix. 
Hence, by evaluating this cross correlation, a speed up ratio 
can be obtained comparable to conventional neural networks. 
Also, the final output of the neural network can be evaluated 
as follows [20-22]:  
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where q is the number of neurons in  the hidden layer. O(u,v) 
is the output of the neural network when the sliding window 
located at the position (u,v) in the input file Ψ. Wo is the 
weight matrix between hidden and output layer. 

     The complexity of cross correlation in the frequency 
domain can be analyzed as follows: 

1. For a tested file of NxN elements, the 2D-FFT requires a 
number equal to N2log2N2 of complex computation steps. 
Also, the same number of complex computation steps is 
required for computing the 2D-FFT of the weight matrix for 
each neuron in the hidden layer.  
2. At each neuron in the hidden layer, the inverse 2D-FFT is 
computed. So, q backward and (1+q) forward transforms have 
to be computed. Therefore, for a file under test, the total 
number of the 2D-FFT to compute is (2q+1)N2log2N2. 
3. The input file and the weights should be multiplied in the 
frequency domain. Therefore, a number of complex 
computation steps equal to qN2 should be added.  
4. The number of computation steps required by the fast neural 
networks is complex and must be converted into a real 
version. It is known that the two dimensional Fast Fourier 
Transform requires (N2/2)log2N2 complex multiplications and 
N2log2N2 complex additions [23]. Every complex 
multiplication is realized by six real floating point operations 
and every complex addition is implemented by two real 
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floating point operations. So, the total number of computation 
steps required to obtain the 2D-FFT of an NxN file is: 

ρ=6((N2/2)log2N2) + 2(N2log2N2)               (7) 

which may be simplified to: 

ρ=5N2log2N2                          (8) 

Performing complex dot product in the frequency domain also 
requires 6qN2 real operations. 
5. In order to perform cross correlation in the frequency 
domain, the weight matrix must have the same size as the 
input file. Assume that the input object has a size of (nxn) 
dimensions. So, the search process will be done over sub-
matrix of (nxn) dimensions and the weight matrix will have 
the same size. Therefore, a number of zeros = (N2-n2) must be 
added to the weight matrix. This requires a total real number 
of computation steps = q(N2-n2) for all neurons. Moreover, 
after computing the 2D-FFT for the weight matrix, the 
conjugate of this matrix must be obtained. So, a real number 
of computation steps =qN2 should be added in order to obtain 
the conjugate of the weight matrix for all neurons.  Also, a 
number of real computation steps equal to N is required to 
create butterflies complex numbers (e-jk(2Πn/N)), where 0<K<L. 
These (N/2) complex numbers are multiplied by the elements 
of the input file or by previous complex numbers during the 
computation of the 2D-FFT. To create a complex number 
requires two real floating point operations. So, the total 
number of computation steps required for the fast neural 
networks becomes: 

σ=(2q+1)(5N2log2N2) +6qN2+q(N2-n2)+qN2 +N     (9) 

which can be reformulated as: 

σ=(2q+1)(5N2log2N2) +q(8N2-n2) +N            (10) 

6. Using a sliding window of size nxn for the same file of NxN 
elements, q(2n2-1)(N-n+1)2 computation steps are required 
when using traditional neural networks for object detection 
process. The theoretical speed up factor η can be evaluated as 
follows: 

   N )2n-2q(8N )2N2log21)(5N(2q

 2 1)n-1)(N-2q(2nη
+++

+
=       (11) 

The theoretical speed up ratio Eq. 11 with different sizes of 
the input file and different in size weight matrices is listed in 
Table V. Practical speed up ratio for manipulating files of 
different sizes and different in size weight matrices is listed in 
Table VI using 2.7 GHz processor and MATLAB ver 5.3. An 
interesting property with FNNs is that the number of 
computation steps does not depend on either the size of the 
input sub-matrix or the size of the weight matrix (n). The 
effect of (n) on the number of computation steps is very small 
and can be ignored. This is in contrast to CNNs in which the 
number of computation steps is increased with the size of both 
the input sub-matrix and the weight matrix (n). 

V. CONCLUSION 
A new fast algorithm for information retrieval from a given 

file has been presented. This has been achieved by performing 
cross correlation in the frequency domain between input file 
and the input weights of fast neural networks (FNNs). It has 
been proved mathematically and practically that the number of 
computation steps required for the presented FNNs is less than 
that needed by conventional neural networks (CNNs). 
Simulation results using MATLAB has confirmed the 
theoretical computations. In addition, this paper studied the 
effect of using different types of Arabic Fonts on the volume 
of data stored in an electronic archive including Arabic 
documents. Seven types of Fonts were used in four different 
Arab documents with five different types of file format. The 
result indicated that: 
1. The Arabic document's size which is stored in an electronic 
archive changes according to the used Arabic font type.  
2. Some Arabic Fonts (Diwani, Arabic transparence, Simplify 
Arabic) result in reduced file size than others fonts. 
3. Some  Arabic Fonts(for example Tohama) are  not suitable 
for archiving the Arabic documents 
4. Some non famous fonts (Diwani font) give the best results 
than the common fonts used (Arabic transparence, Simplify 
Arabic). 
5. Arabic transparence and Simplify Arabic fonts are suitable 
for PDF Format. 
6. The PDF is the best file format for storage of the Arabic 
documents in electronic archive. 
7. The TIFF format is not suitable for archiving Arabic 
documented.  
8. The word format is not affected by font type. 
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TABLE  I 
THE REQUIRED STORAGE AMOUNT(IN KILO BYTES) FOR DOCUMENT NO.1 

Font 

WORD  

Format 

JBEG 

Format 

GIF 

Format 

TIFF 

Format 

PDF 

Format 

Arial 24.5 67.6 54.5 313.4 35 

Time New Roman 24.5 67.9 53.8 317.6 36.91 

Diwani Letter 24.5 59.5 48 275.8 19.55 

Arabic Transparence 24.5 67.6 54.5 315.2 20.87 

Andalus 24.5 67.3 59.7 320.6 17.04 

Old Antique Bold 24.5 65.4 61.6 325.6 18.54 

Simplified Arabic 24.5 69 54.5 322 20.85 

Tohama 24.5 90.1 74.3 429.4 31.01 
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Fig. 3  File size at various Font style (for document No.1)   
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TABLE  II 
THE REQUIRED STORAGE AMOUNT(IN KILO BYTES) FOR DOCUMENT NO.2 

Font 

WORD  

Format 

JBEG 

Format 

GIF 

Format 

TIFF 

Format 

PDF 

Format 

Arial 26.5 72.3 59 344.8 21.5 

Time New Roman 26.5 72 58.8 337 24.29 

Diwani Letter 26.5 66.4 55.4 311.5 19.35 

Arabic Transparence 26.5 71.3 56.2 338 14.43 

Andalus 26.5 71 59.5 342.2 16.33 

Old Antique Bold 26.5 69.4 66.7 354.5 17.74 

Simplified Arabic 26.5 72.5 58.6 350.1 14.45 

Tohama 26.5 93.4 78.8 458.5 21.17 
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Fig. 4 File size at various Font style (for document No.2) 
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Fig. 5 File size at various Font style (for document No.2) 

 

 

 

 

TABLE III 
THE REQUIRED STORAGE AMOUNT(IN KILO BYTES) FOR DOCUMENT NO.3 

Font 

WORD  

Format 

JBEG 

Format 

GIF 

Format 

TIFF 

Format 

PDF 

Format 

Arial 24.5 77 65.8 362.8 23.71 

Time New Roman 24.5 77.6 63.8 362.7 24.25 

Diwani Letter 24.5 68.7 61.1 319.1 18.7 

Arabic Transparence 24.5 74.8 62.7 357.2 13.81 

Andalus 24.5 74.1 59.7 350.9 16.29 

Old Antique Bold 24.5 71.3 64.8 351.7 17.99 

Simplified Arabic 24.5 76.9 66.6 371.1 13.8 

Tohama 24.5 103.7 79.4 501.6 19.11 
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Fig. 6 File size at various Font style (for document No.3) 
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Fig. 7 File size at various Font style (for document No.3) 
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TABLE IV 

THE REQUIRED STORAGE AMOUNT(IN KILO BYTES) FOR DOCUMENT NO. 4 

Font 

WORD  

Format 

JBEG 

Format 

GIF 

Format 

TIFF 

Format 

PDF 

Format 

Arial 24.5 74.8 60.9 353.8 19.96 

Time New Roman 24.5 74.5 61.9 355.5 21.14 

Diwani Letter 24.5 69.4 60.8 324.5 18.58 

Arabic Transparence 24.5 73.8 60.6 349.8 13.36 

Andalus 24.5 74.6 66.9 360.9 15.25 

Old Antique Bold 24.5 74.1 70.3 371.9 17.15 

Simplified Arabic 24.5 74.6 61.3 358.6 13.37 

Tohama 24.5 100.3 86.4 492.4 19.68 
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Fig. 8 File size at various Font style (for document No.4) 
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Fig. 9 File size at various Font style (for document No.4) 
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Fig. 10 File size at various Font style (for all documents) 
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TABLE V 
 THE THEORETICAL SPEED UP RATIO FOR INFORMATION RETREIVAL FROM FILES WITH DIFFERENT SIZES 

Files size Speed up ratio (n=20) Speed up ratio (n=25) Speed up ratio (n=30) 

100x100 3.67 5.04 6.34 
200x200 4.01 5.92 8.05 
300x300 4.00 6.03 8.37 
400x400 3.95 6.01 8.42 
500x500 3.89 5.95 8.39 
600x600 3.83 5.88 8.33 
700x700 3.78 5.82 8.26 
800x800 3.73 5.76 8.19 
900x900 3.69 5.70 8.12 

1000x1000 3.65 5.65 8.05 
1100x1100 3.62 5.60 7.99 
1200x1200 3.58 5.55 7.93 
1300x1300 3.55 5.51 7.93 
1400x1400 3.53 5.47 7.82 
1500x1500 3.50 5.43 7.77 
1600x1600 3.48 5.43 7.72 
1700x1700 3.45 5.37 7.68 
1800x1800 3.43 5.34 7.64 
1900x1900 3.41 5.31 7.60 
2000x2000 3.40 5.28 7.56 

 
 

 
TABLE VI 

PRACTICAL SPEED UP RATIO FOR INFORMATION RETREIVAL FROM FILES WITH DIFFERENT SIZES USING MATLAB 

Files size Speed up ratio (n=20) Speed up ratio (n=25) Speed up ratio (n=30) 

100x100 7.88 10.75 14.69 
200x200 6.21 9.19 13.17 
300x300 5.54 8.43 12.21 
400x400 4.78 7.45 11.41 
500x500 4.68 7.13 10.79 
600x600 4.46 6.97 10.28 
700x700 4.34 6.83 9.81 
800x800 4.27 6.68 9.60 
900x900 4.31 6.79 9.72 

1000x1000 4.19 6.59 9.46 
1100x1100 4.24 6.66 9.62 
1200x1200 4.20 6.62 9.57 
1300x1300 4.17 6.57 9.53 
1400x1400 4.13 6.53 9.49 
1500x1500 4.10 6.49 9.45 
1600x1600 4.07 6.45 9.41 
1700x1700 4.03 6.41 9.37 
1800x1800 4.00 6.38 9.32 
1900x1900 3.97 6.35 9.28 
2000x2000 3.94 6.31 9.25 

 


