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Abstract—Feature selection has recently been the subject
intensive research in data mining, specially foradats with a large
number of attributes. Recent work has shown thatufe selection
can have a positive effect on the performance ofhin@ learning
algorithms. The success of many learning algorithmikeir attempts
to construct models of data, hinges on the reliaddatification of a
small set of highly predictive attributes. The uibn of irrelevant,
redundant and noisy attributes in the model bugdimocess phase
can result in poor predictive performance and iaseel computation.
In this paper, a novel feature search procedureutilizes the Ant
Colony Optimization (ACO) is presented. The ACO asmeta-
heuristic inspired by the behavior of real antshieir search for the
shortest paths to food sources. It looks for optiswutions by
considering both local heuristics and previous Kedge. When
applied to two different classification problemdiet proposed
algorithm achieved very promising results.
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|I.  INTRODUCTION

INDING the best feature subset for a given probieith

N number of features requires evaluating 2l possible
subsets. The best feature subset also dependg @netthictive
modeling, which will be employed to predict the uig
unknown values of response variables of interest.

Many factors affect the success of machine learoinga
given task. The quality of the data is one suchofacif
information is irrelevant or redundant, or the dataoisy and
unreliable, the knowledge discovery during trainisgmore
difficult.

Feature subset selection is the process of idérgifgand
removing as much of the irrelevant and redundaotimation
as possible. At one extreme are algorithms sudhesimple
nearest neighbor learner, that classifies noveimgias by
retrieving the nearest stored training examplegguall the
available features in its distance computationswards the
other extreme lie algorithms that explicitly try focus on
relevant features and ignore irrelevant ones. DEtisees are
examples of this approach. By testing the valuesearfain
features, decision tree algorithms attempt to @ivichining
data into subsets containing a strong majority ¢ alass.
This necessitates the selection of a small numiberighly
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predictive features in order to avoid over-fittittge training
dhta. Regardless of whether a learner attemptsetects
features itself or ignores the issue, feature selecprior
leaning can be beneficial. Reducing the dimensignaf the
data reduces the size of the hypothesis space Bmdsa
algorithms to operate faster and more effectiidly.

Algorithms for feature selection fall into two biba
categories: wrapper that use the learning algorittself to
evaluate the usefulness of features and filters évaluate
features according to heuristics based on general
characteristics of the data. For application tgdadatabases,
filters have proven to be more practical than weappecause
they are much faster [2].

The filter method for feature selection operates
independently of any learning algorithm and undédde
features are filtered out of the data before inidact
commences. Some look for consistency in the datat, it,
they note when every combination of values for atuie
subset is associated with a single class label ABjpther
method [4] eliminates features whose informatiomtent is
subsumed by some number of the remaining featiBgl.
other methods attempt to rank features accordingato
relevancy score [5].

A feature selection algorithm performs a searcbhugh the
space of feature subsets and must have followingr fo
components [6]:

e A generation procedure to generate the next
candidate subset for evaluation, in other words, a
search method to explore the possible variable
combinations of the search space such as greddy hil
climbing that local changes to the current feature
subset by adding or deleting a single feature fiom
[7,8].

e An evaluation function to evaluate the candidate
subset.

e A stopping criterion to stop searching through the
space of feature subsets. For example, sequential
variable selection methods in Multiple Linear
Regression models terminate as soon as possible
when a variable is found insignificant according to
the statistical test.

* A validation procedure to check whether the sulsset
valid.

In this paper, we will mainly be concerned with thest
component, which is the search procedure. In tixé sextion,
we give a brief description of some of the avagabkarch
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procedure algorithms and their limitations. An expltion of
the Ant Colony Optimization (ACO) is presented icton
three. Section four describes the proposed seammtegure
algorithm. Experimental results are presented otice five
and a conclusion is given in section six.

Il. THE AVAILABLE SEARCH PROCEDURE

A number of search procedure methods have beemgedp
in the literature. Some of the most famous ones thee
stepwise, branch-and-bound, Genetic Algorithms (Ga)d
Evolutionary Programming (EP).

The stepwise search adds/removes a single feailiren
the current subset [9]. It considers local charigebe current
feature subset. Often, a local change is simplyatidition or
deletion of a single feature from the subset. Ttepwise
which is also called the Sequential Forward Seadac{iSFS)/
Sequential Backward Selection (SBS) is probablystheplest
search procedure and is generally sub-optimal affdrs from
the so-called “nesting effect”. It means that thatfires that
were once selected/deleted cannot be
discarded/reselected. To overcome this problemjl Rtical.
[10] proposed a method to flexibly add and remaatires,
which they called “floating search”.

The branch and bound algorithm [11] requires momigto
evaluation functions and is based on discardingetstthat do
not meet a specified bound. When the size of feaset is
moderate, the branch and boud algorithm may find
practicable solution. However, this
impracticable for feature selection problems inirgva large
number of features, especially because it may neestarch
the entire feasible region to find the optimal solu. Also, it
may not be possible to use the branch and bourwdithign in
wrapper methods because of the monotonic constoditiie
evaluation function, where the classification aecyris not
guaranteed to increase by including more features.

Another search procedure is based on the Genegorifim
(GA), which is a combinatorial search techniqueeldasn both
random and probabilistic measures. Subsets of restare
evaluated using a fitness function and then coetbinia

cannot exploit the information properly for the astr
subspaces. Another representation is a floatingntpoi
representation, where each chromosome is represede
floating point arrays with a size the number of uesd
features, and each gene corresponds to variableerum the
feature subset [14]. According to [15, 16], the @aAs able to
achieve better performance than other conventimeghods.

Another search procedure is based on the Evolutona
Programming (EP), which is a stochastic optimizatieethod
similar to genetic algorithms. In an application BP, after
initializing the population, all reduced featuresd{viduals)
are selected to be parents. Only mutation is usedrbducing
same number of children from parents and survivams
chosen from all individuals (parents plus children3ing a
probabilistic function based on fitness. In otheords,
individuals with a greater fitness have a highearte to
present in the next generation. In presentationchea
chromosome corresponds to one of the permutatiéreno
array with the numbers from 1 to number of featurEsis
means that each chromosome has a different ordistexd all

lat@satures. The first section of chromosome with nembf

reduced features is used for calculating the fines the
chromosome. This means the second section, i.eaimémg
values correspond to unselected features [17].

We propose in this paper a subset search procdtate
utilize the ant colony optimization algorithm andna at
achieving similar to better results than GA-basedtire
gklection

method becomes

Ill.  ANT COLONY OPTIMIZATION

In real ant colonies, a pheromone, which is an oder
substance, is used as an indirect communicationiumed
When a source of food is found, ants lay some phenz to
mark the path. The quantity of the laid pheromoepemds
upon the distance, quantity and quality of the famdirce.
While an isolated ant that moves at random detectaid
pheromone, it is very likely that it will decide follow its
path. This ant will itself lay a certain amount mfieromone,
and hence enforce the pheromone trail of that 8pdgpath.
Accordingly, the path that has been used by mote aitl be

cross-over and mutation operators to produce thet nemore attractive to follow. In other words, the pabbity which

generation of subsets [12]. The GA employ a pdpriaof
competing solutions, evolved over time, to convetgean
optimal solution. The simplest representation isbiaary
representation, where each chromosome consistaxed-f
length binary string with a size the number of feas in the
problem. Each bit in the chromosome representerreithe
elimination or the inclusion of the correspondingatire.
Although binary representation is able to represdimossible
feature subsets, it can still cause premature acgewee,
because it search in subspace of the total segate {13].
Even with the stratified selection scheme propddeq, the
classical binary crossover and mutation operat@g pnoduce
off-springs, which belong to a different subspduantthat of
the parent chromosomes. This causes a loss ofmafan
gained by the GA for the current subspace. Thusargin
genetic operators may cause to poor convergence #ie GA

an ant chooses a path increases with the numbentsfthat
previously chose that path. This process is hehaeacterized
by a positive feedback loop [18].

Dorigo et. Al [19] adopted this concept and progbsa
artificial colony of ants algorithm, which was aall the Ant
Colony Optimization (ACO) meta-heuristic, to solverd
combinatorial optimization problems. The ACO wagioally
applied to solve the classical travelling salesimarblem [18]
where it was shown tobe an effective tool in firgligood
solutions. The ACO has also been successfully egpti other
optimization problems including data mining, tele-
communications networks, vehicle routing, etc [2D, 22].

In order to solve an optimization problem, a numiwoér
artificial ants are used to iteratively construciusions. In
each iteration an ant would deposit a certain amaifn
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pheromone proportional to the quality of the soltiAt each
step, every ant computes a set of feasible expasso its
current partial solution and selects one of thesgedding on
two factors: local heuristics and prior knowledge.

For the classical Travelling Salesman Problem (THERB],
each artificial ant represents a simple “agent’ctEagent
explores the surrounding space and builds a pastikltion
based on local heuristics, i.e., distance to naghb cities,
and on information from previous attempts of othgents,
i.e., pheromone trail or the usage of paths fromavipus
attempts by the rest of the agents. In the firstaiion,
solutions of the various agents are only based awall
heuristics. At the end of the iteration, “artificipheromone”
will be laid. The pheromone intensity on the vasigaths will
be proportional to the optimality of the solutionss the
number of iterations increases, the pheromonewiiihave a
greater effect on the agents’ solutions.

We propose to use a hybrid evaluation measureigteatile
to estimate the overall performance of subsets elsag the
local importance of features. A classification aitfon is used
to estimate the performance of subsets (i.e., vemapp
evaluation function). On the other hand, the |doglortance
of a given feature is measured using the correlabased
evaluation function, which is a filter evaluatiamgttion.

In the first iteration, each ant will randomly clseoa feature
subset of Mfeatures. Only the bes subsets,k < na, will
be used to update the pheromone trail and infludmeéeature
subsets of the next iteration. In the second arkbwiong
iterations, each ant will start withm — p features that are

randomly chosen from the previously selecleebest subsets,
where P is an integer that ranges between 1 &dl. In this

way, the features that constitute the bkssubsets will have
more chance to be present in the subsets of thdtasation.

It is worth mentioning that ACO makes probabilistic However, itwill still be possible for each ant tonsider

decision in terms of the artificial pheromone saénd the
local heuristic information. This allows ACO to dape larger

number of solutions than greedy heuristics. Anothei

characteristic of the ACO algorithm is thepheromarel
evaporation, which is a process that leads to dstrg the
pheromone trail intensity over time. According ta9],
pheromone evaporation helps in avoiding rapid coyemce
of the algorithm towards a sub-optimal region.

Please note that searching the feature space iprtfidem
of feature selection is quite different from thehent
optimization problems that researchers attemptedsdive
using ACO. In the next section, we present our psepl ACO
algorithm, and explain how it is used for searchimg feature
space and selecting an “appropriate” subset ofifeat

IV. THE PROPOSED SEARCH PROCEDURE
For a given classification task, the problem oftdea
selection can be stated as follows: given the waigset, F |
of N features, find subseS, which consists ofMmfeatures
(m< nSOF), such that the classification accuracy
maximized.

The feature selection representation exploitedrbficial ants
includes the following:

other features as well. For a given q'ir,\tthose features are the
ones that achieve the best compromise between pbem
fails and local importance with respect3p, where S; is
the subset that. consists of the features that hlready been
selected by anf. The Updated Selection Measure (USM) is
used for this purpose and defined as:

@) LN e
> (1) (L1 ) |

gis;

UsSM® = Q)

0 Otherwise

Where LI iSJ is the local importance of featuré given the
subsefS; . The parametersy and 3 control the effect of
impocta
respectively. LI isj is measured using the correlation measure

pheromone trail intensity and local feature

and defined as:
s

s _ [Cal

LI, STl

£0s;

)

» N features that constitute the original SetWhere|CiR| is the absolute value of the correlation between

F={f,..f}

« A number of artificial ants to search through taatéire
space (1@ ants).

» T;, the intensity of pheromone trail associated with

featurei ( f;) and the response (class) varidBleand ‘Cis‘
is the absolute value of the inter-correlation lestv feature
| ( f,)and features ( f,) that belongs tcS; .

featuref,, which reflects the previous knowledgeBelow are the steps of the algorithm:

about the importance of, .

+ For each antj, a list that contains the selected feature

subset,Sj ={s,...,S}.

1. Initialization:
* Setr, =ccandAT, =0,(i =1,...,n) , where

CCis a constant and\7, is the amount of
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change of pheromone trail quantity for « For j=1to na,

featuref; . o From the features of the be¥ ants,
- Define the maximum number of iterations. randomly produce m-—p feature
 Definek, where the k-best subsets will subset for anj , to be used in the next

influence the subsets of the next iteration. iteration, and store it "5,- _

* Definep, where m—p is the number of
features that each ant will start with in the
second and following iterations.

2. If in the first iteration, It is worth mentioning that there is little differee between

For j=1tona, the computational cost of the proposed algorithioh thie GA-

o Randomly assign a subset off features based search procedure. This is due to the fattbibth of
them evaluate the selected subsets using a “wrapper

« Goto step 3.

o Si ’ approach”, which requires far more computationastdban
* Goto step 4 the “filter approach” used in the proposed alganithio
3. Select the remaining features for each ant: evaluate the local importance of features.
e Formm=m-p+1ltom,
o For j =1to na, V. EXPERIMENTS
= Given subseSj , Choose In order to evaluate the effectiveness of this igm as a

o feature selector for common machine learning allgors,
feature f; that maximizes experiments were performed using seven data frsststhe
UsMS . UCI collection [23] and three additional artifici@omains

: were borrowed from work by Langly and Sage [24] thach
= S, =S, 0{f}. have 3 relevant features to which a further 27lduant
eatures have been added. The data sets and their

* Replace the duplicated subsets, if any, witﬁ o i )
rgndomly chospen subsets Y characteristics are listed in Table 1.

4. Evaluate the selected subset of each ant usingsenh TABLE 1
classification algorithm: DISCRETE CLASS DATA SETS

« For ] =1to Nna Data set instances attributes dladses
o Estimate the Eror ;) of the Contactlenses 24 4 s
classification results obtained by Piaetes 768 8 2
classifying the features &; . Glass 214 10 7
« Sort the subsets according to tHeir Update Heart-statlog 270 13 2
the minimum E (if achieved by any ant in M 150 4 3
this iteration), and store the correspondingehicle 946 18 4
subset of features. 700 101 17 7
5. Using the feature subsets of the bksints, update the B1 120 30 (27 irrelevant) )
pheromone trail intensity: ‘
«For j=1tok, /*update the pheromone trails®? 120 30 (27 irrelevant) 2
*/ B3 120 30 (27 irrelevant) 2
r;l%?(Eg) - E, _ BL= X X,X,
AL = EV_E if f,0S; @)
i — 3y mMmaxima - -
' h:J.-kX( g:l'kx( o)~ Er) B2= XX, L X X5 L1 XX
0 Otherwise —
B3 = X X,X; XX, X,
T = pT +AT ) Two machine learning algorithms representing tweedie

. _ approaches to learning were used in the experimemts
Where p |s_aconstant such thz(l_ p) represents probabilistic learner (Naive Bayes), and an instabased
the evaporation of pheromone trails. learner (KNN). Naive Bayes is a bayesian classiffeat

6. If the number of iterations is less than the maximu @ssumes independence between features in ordempdify
number of iterations. or the desirefE has not been the calculation of conditional probabilities. KNBlan instance
achieved. initialize tr’1e subsets for next iteratiord based learner that classifies a new instance bypadny it

goto step 3 :
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with a data base of instances seen during traiffihg.class of TABLE Il

the most similar instance is assigned to the netaite. THE SELECTED FEATURES
Dataset FFS BFS PFFS BBFS ACOFS

We use from forward feature selection (FFS), backwa
feature selection (BFS), paudil's floating featuselection
(PFFS), and branch and bound feature selection @3BHich Contact-lenses 4,3 34 3.4 34 3,4
criterion of evaluating features is 1l-nearest neaghleave- pigpetes 1,28 12358 128 2.6 6,2
one-out classification performance and 60 percédata were

. Glass 1,35 1,39 1,35 1,3 1,35
used to train and 40 percent to test them.
o Heart-statlog 8,9,10,13 2,3,6,10, 2®6 510
We then compare the classification error rate fwesé 3679 12,13 12,13

feature selection method with ant colony optimizatfeature

) ", Iris 3,4 3,4 3,4 3,4 34
selection (ACOFS). The parameters of ACOFS algorith
described in the previous section are assignedolfewing Vehicle 1356, 12368, 1356, 1012 123
values: 10,12,13, 10,11,14, 8,14,17,
5,89,
15 15,17,18 18 17,18
. a.=,6’=_1, which basically makes the trail 3,510, 4579, 51011, 35 457,
!ntensny and local measure equally 111314, 101213, 131415
important. 10,13
*The nymber of antqa=_200,_ and the 15 u 14.15
maximum number of iterations is 20.
« k=50. Thus, only the besna/4 ants are B1 1.2.3 1,23 1.2.3 29,30 1,23
used to update the pheromone trails anB2 123 1,23 1,23 23 1,23
affect the feature subsets of the nexgs 1,2,3 1,2,3 1,2,3 29,30
iteration. 1,2,15
«if M=<9 then p=Lm/2j, otherwise TABLE Ii

THE CLASSIFICATION ERROR RATE (NAIVE BAYES)
Dataset The classification Errdera

m— p = max{m-4,round (0.6 x m)),
where pis the number of the remaining

features that need to be selected in each
iteration. It can be seen thgx will be equal

Without and with feee selection

Without FFS BFS PFFSBBFS ACOFS

to 4 ifmMm=>9. The rational behind this is Contact-lenses 0.333 0.333 0.333 0.333 33.30.333
that evaluating the importance of feature®iabetes 0.238 0.287 0.313 0.280.244 0.212
locally becomes less reliable as the numbeg),ss 0.205 0157 0.169 0.157 18D. 0.157
of selected features increases. In addItIOI‘IH | 0.120 0176 0111 0111306 0.204
this will reduce the computational cost™ea"statiog : : : . :
especially for large values df1. Iris 0.050 0.017 0.017 0.017 10.0 0.017

« The initial value of trail intensitgC =1, and vehicle 0.390 0.414 0.363 0.402.548 0.393
the trail evaporation is 0.25, i.¢2 = 0.75. 7o 0.103 0077 0128 0.080 0.256.077

* The Error of a k-nearest neighbor classifieg, 0.125 0.125 0.125 0125 261 0125

trained with randomly chosen 60 percent of
data is used to evaluate the performance
the selected subsets in each iteration. B3 0.250 0.250 0.250 @250.250 0.250

0.083 0 0 0 0.3130

Experiments showed improvement in some natural dwna
but not in others, apparently because some of @leddta sets

The classification error rate were calculated fache contain correlated features but few irrelevant orfeesature
algorithm- data set combination before and aftemtuiee selection significantly improves the performance N#ive
selection, and showed in Tables 3 and 4. In teedalumn, bayes and k-nn classifiers in most of natural doseand
bold numbers show the error rate with ACOFS ratieetror artificial domains. In artificial domains ACOFS has
rate without feature selection not increased. A programs successfully removed the27 irrelevant attributesnfithe first
for feature selection developed in Matlab software. two boolean domains (B1& B2). As expected, ACOBSot
effective on the third of the boolean domains (B3)e to the
high degree of feature interaction in this domaione of the
relevant features in isolation can be distinguisifiean the
irrelevant ones. Also, in most cases ACOFS is bdtian
other feature selection methods.

The selected features in each method showed ireTabl
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TABLE IV
THE CLASSIFICATION ERROR RATE (k-NN CLASSIFIER)

Dataset The classification Error rate

Without and with feaggelection

Without FFS BFS PFFSBBFS ACOFS
Contact-lenses  0.333 0.111 0.111 0.111 110.10.111
Diabetes 0.280 0.261 0.257 0.260.254 0.251
Glass 0.024 0.024 0.036 0.024 036. 0.024
Heart-statlog 0.315 0.222 0.176 0.176.296 0.167
Iris 0.017 0.067 0.067 0.067 067. 0.067
Vehicle 0.348 0.333 0.292 0.274 .460 0.289
Zoo 0.410 0.026 0.026 0.026 B.330.026
Bl 0.104 0 0 0 0.1250
B2 0.208 0 0 0 0.2710
B3 0.229 0 0 0 0.250 881

VI. CONCLUSION
In this paper, we presented a novel feature selecgarch

procedure based on the Ant Colony Optimization meta

heuristic. The proposed algorithm utilizes both aloc
importance of features and overall performanceubfsts to
search through the feature space for optimal swiatiWhen
used to select features in presented datasetsprtmosed
algorithm outperformed other feature selection meéth
(FFS,BFS,PFFS,BBFS). Results show this algorithiecte a
good subset of features that are useful to commachine
learning algorithms by improving their accuracy amdking
their results easier to understand specially ira dats with
irrelevant or redundant features. It is obvioust thafeature
selection, improvement in correct classificatioterdepends
on the correlation between features, and hencendepn data
set. Therefore in data sets with uncorrelated featuand
without irrelevant features, feature selection nimey result
decreasing of correct classification rate. Othevaathge of
proposed algorithm is that it scales only with thember of
features. Therefore, does not require extra cortipataost if
the number of the data points in a dataset incsed®posed
evaluation function cannot identify strongly intetiag
features such as in a parity problem. Extensioproposed
algorithm to deal with feature interactions will leaplored.
One approach might be to model higher order depenet,
that is, correlation between pairs of featuresthedlass.
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