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Abstract—Effective employee selection is a critical component 

of a successful organization. Many important criteria for personnel 
selection such as decision-making ability, adaptability, ambition, and 
self-organization are naturally vague and imprecise to evaluate. The 
rough sets theory (RST) as a new mathematical approach to 
vagueness and uncertainty is a very well suited tool to deal with 
qualitative data and various decision problems. This paper provides 
conceptual, descriptive, and simulation results, concentrating chiefly 
on human resources and personnel selection factors. The current 
research derives certain decision rules which are able to facilitate 
personnel selection and identifies several significant features based 
on an empirical study conducted in an IT company in Iran. 
 

Keywords—Decision Making, Expert System, Personnel 
Selection, Rough Set Theory  

I. INTRODUCTION 
ERSONNEL selection is the process of collecting and 
evaluating information about individuals and choosing 

those who match the qualifications needed to perform a 
predefined job in the best way. This process plays a 
determining role in human resource management and is 
crucial to the success of an organization.References [1] and 
[2] reviewed the personnel selection studies and found that the 
several main factors including change in organizations, 
change in work, change in personnel, change in the society, 
change of laws, and change in marketing have influenced 
personnel selection.In literature, there are a number of studies 
which use heuristic methods for employee selection. A fuzzy 
MCDM framework based on the concepts of ideal and anti-
ideal solutions for the selection of the most appropriate 
candidate is presented in [3]. Also, a fuzzy number ranking 
method by metric distance for personnel selection problem 
was proposed in [4] and a personnel selection system based on 
fuzzy AHP was developed in [5]. In addition, researchers used 
fuzzy technique for order preference by similarity (TOPSIS) 
based on the veto threshold for ranking job applicants 
[6].Recently, owing to the advancements in information 
technology, researchers have developed decision support 
systems and expert systems to improve the outcomes of 
human resource management [7]. A model to design an expert 
system for effective selection and appointment of the job 
applicants developed in [8].Although the applications of 
expert systems or decision support systems on personnel 
selection and recruitment are increasing (e.g., [9] and [10]), 
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little research has employed rough-sets based approaches for 
personnel selection as the present study does. In [11] authors 
presented an empirical study using RST to analyze human 
resource data for personal selection and human capital 
enhancement. Yet, a number of researches used rough-sets to 
deal with different kinds of decision-making problems. A 
rough set based approach to distributor selection in supply 
chain management was developed in [12] and several certain 
decision rules for distributor selection based on a study 
conducted in China were extracted. In addition, a novel 
extension to Fuzzy QFD (Quality Function Development) 
methodology by combining fuzzy arithmetic operations with 
the concepts of rough number and rough boundary interval 
which are derived from rough set theory was presented in 
[13].This paper, proposes a rough set based methodology 
which effectively inducts recruitment rules. Moreover, the 
weight of each input attribute is incorporated in the proposed 
approach so as to enhance quality of the derived rules.The rest 
of the paper is organized as follows: A brief overview on 
rough set theory and rough set-based rule identification will 
be presented in the next section. Section 3 describes a case 
study conducted in an IT company. Section 4 shows the 
results and proves their validity. Section 5 consists of 
conclusion and further research directions. 

II. ROUGH SETS 

A. Definitions 
The rough set theory, firstly introduced by Pawlak [14], has 

proved to be a powerful tool for uncertainty and has been 
applied to data reduction, rule extraction, data mining and 
granularity computation [15]. 

In rough set theory, data is represented as data or decision 
tables. A data table can be expressed by a 4-tuple information 
system ),,,( fVQUS = where },...,,{ 21 nxxxU = is a finite 
set of objects (universe), },...,,{ 21 maaaA = is a finite set of 
attributes (criteria). Moreover, V is the set of all attribute 
values such that U

Aa
aVV

∈

= and aV  is the domain of the 

attribute (criterion) a , and VAUf →×:  is an information 
function such that ai Vaxf ∈),(  for each Aa ∈  and Uxi ∈ . 
The set A is usually divided into set C of condition attributes 
and set D of decision attributes DCA ∪= . 

In RST, the objects in universe U can be described by 
various attributes in A. When two different objects are 
described by the same attributes, then these two objects are 
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classified as one kind in the information system S, thus we call 
their relationship is indiscernibility relation. In mathematical 
word, an indiscernibility relation IND(B) generated by 
attribute subset AB ⊂  on U, is defined as follows: 

 
}),,(),(),{()( BaaxfaxfUUxxBIND jiji ∈∀=×∈=   (1) 

As an example, Table I shows a decision table with six 
objects that are characterized with three condition attributes 
(A1, A2, A3) and one decision attribute (B). 

Reduct is a fundamental construct in RST which is defined 
as a minimal sufficient subset of attributes ( Aduct ⊆Re ) that 
produces the same categorization of objects as the collection 
of all attributes.For generating reducts, the algorithm shown in 
Fig. 1 can be used, according to [15].An instance of generated 
reducts (nine reducts) for the objects in Table I is shown in 

Table II.  

 
Fig. 1 Reduct generation flow chart 

 

B. Rule Identification 
In order to produce decision rules, a conceptual framework 

which has the following steps: problem definition, data 
preparation, data partition, reduct generation, and rule 
validation has been introduced in [12]. In the first two steps, 
the problem should be identified clearly, preprocessing tasks 
should be done, and the data set should be randomly divided 
into two parts; training data set and testing data set. The 
training data set is used to build the model and the testing data 
set is used to detect over fitting of the modeling tools. 
According to a study [17], the partitioning can be performed 
using bootstrapping method and the ratios for training and 
testing data would be 0.632 and 0.368, respectively. 

In the third step (reduct generation), the algorithm 
previously mentioned in Fig. 1 can be used. Using the 
algorithm all the existing reducts can be generated, but in the 
real circumstances we know that all the attributes of an object 
have not the same importance. Thus we choose weight for 
each attribute. Afterwards, we can select the reducts with the 
greater weights of attributes. This may reduce the final 
number of reducts (more important ones) to produce rules. For 
example, if the weight of attribute A3 in Table II is very low, 
we can ignore the reducts using A3 from the rule generation 
process (reducts number 6 and 8). In this case, an instance rule 
with object 6 would be: 

 

YesNo

Yes NoFound? 

Set i=1 

Select object i 

Find a set of 
reduct with only 

one attribute

Find a reduct with 
(m-1) attributes 
m: no. of input 

attributes 

Set i=i+1 

All objects 
considered? 

Stop

TABLE II 
REDUCTS GENERATED FOR OBJECTS IN TABLE I 

Reduct 
No. 

Object 
No. A1 A2 A3 B 

1 1 x 0 x 1 

2 2 1 x x 2 

3 2 x 2 x 2 

4 3 x 0 x 1 

5 4 x 1 x 0 

6 4 x x 2 0 

7 5 0 3 x 1 

8 5 0 x 1 1 

9 6 2 3 x 2 

 
aSign “x” implies that the attribute is not considered to 

determine the output of an object. 

TABLE III 
SELECTED ATTRIBUTES FOR PERSONNEL SELECTION 

Sign Attribute Weight 

A1 Technical Skill 0.9 

A2 Creativity 0.88 

A3 Self-Organization 0.7 

A4 Reasoning Ability 0.73 

A5 Motivation 0.8 

A6 Team working 1.0 
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IF (condition-attribute A1 is 2) AND 
    (condition-attribute A2 is 3) 
THEN decision-attribute B is 2 
 
In the last step the generated rules should be validated by 

comparing any decision rule with the objects in the testing 
data. By dividing the total matched objects by the total 
incorrectly matched objects, the accuracy of each rule will be 
determined. Comparing the calculated accuracy of a rule with 
a predefined threshold, we decide to confirm or reject the rule. 
The rejected rules should be removed. 

 

III. CASE STUDY 
In order to recruit IT professionals for an engineering 

company in Iran, ten attributes were collected by senior 
manager of the company from the literature and consulting 
with experienced professionals. Then, these attributes were 
sent to ten experts from several successful IT companies. The 
experts selected six main attributes. Later, these six attributes 
were sent to the experts again for weighting. The average 
weight from all ten experts considered as the final weight of 
each attribute. Table III depicts the extracted attributes and 
corresponding weightings. 

Afterwards, a team of company managers were asked for 
providing the score of six attributes for their personnel. By 
scoring ninety two staff, according to aforementioned 
partitioning method (%63.2 training data and %36.8 testing 
data), 58 objects were selected for training randomly (Fig. 2), 
and the rest (34 objects) for testing (Fig. 3). 

Each attribute has been classified into three levels: “low” 
represented by “0”, “middle” represented by “1”, and “high” 
presented by “2”. Also, the output attribute, which is a 
measure of personnel performance, was classified into “weak” 
(0), “normal” (1), and “good” (2). Table IV shows several 
candidate rules. 

IV. RESULTS 
Using the RSES software (Warsaw University Rough Set 

Exploration System, Logic Group, Inst. Mathematics) version 
2.2, (Fig. 4) data analysis was performed and the derived 
candidate rules were examined by testing data set. The RSES 
generates candidate decision rules and shows the number of 
matched objects for each candidate rule. The number of 
candidate rules in this study was 1271 rules (Fig. 5). The 
decision rules supported with more matched objects would be 
considered as the process results. The results are listed as 4 
rules depicted in Table V. 

 

 
Fig. 2 Training data 

 

 
Fig. 3 Testing data 

 
 

TABLE IV 
SEVERAL CANDIDATE RULES FOR PERSONNEL SELECTION 

Reduct 
No. A1 A2 A3 A4 A5 A6 B 

1 0 x x x x x 0 

2 1 x 1 1 2 x 1 

3 2 x 1 x 1 2 1 

4 x 0 0 0 x x 0 

5 2 0 x x x 2 1 

6 2 2 x x x 2 2 

Weight 0.9 0.88 0.7 0.73 0.8 1.0

TABLE V 
FINAL EXTRACTED RULES AND TESTING RESULTS 

Rule Matched Total Accuracy 

IF “Technical Skill” is “medium” 
AND “Team working” is “high” 
THEN the performance is “good” 

47 49 95.9% 

IF “Technical Skill” is “medium” 
AND “Creativity” is “high” 
AND “Motivation” is “medium” 
THEN the performance is “normal” 

29 33 87.8% 

IF “Motivation” is “high” 
AND “Reasoning Ability” is “high” 
THEN the performance is “normal” 

12 17 70.5% 

IF “Creativity” is “low” 
AND “Team working” is “middle” 
AND “Self-Organization” is “low” 
THEN the performance is “weak” 

21 26 80.7% 
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Fig. 4 RSES software for data analysis 

 

 
Fig. 5 Several candidate decision rules generated by RSES 

V. CONCLUSION  
Personnel selection, as a crucial part of human resources 

management, is analyzed in this paper using rough set theory. 
The method generates several useful rules for incorporates to 
select job applicants effectively. Since the results have been 
checked for accuracy, they can be used in IT companies’ 
recruitment procedure as it is used in an IT company in Iran. 

Further research should be focusing on personnel selection 
in other fields and for other positions in a company. Also, it 
seems to be useful to weight experts’ opinions in order to 
benefit more experienced experts’ ideas. Furthermore, the 
number of experts and objects (employees) may be increased, 
by working on a bigger company or a group of companies as 
the case study.  This study was conducted in Iran and may be 
influenced by Iranian management culture. 
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