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Abstract—This paper presents a new growing neural network for 

cluster analysis and market segmentation, which optimizes the size 
and structure of clusters by iteratively checking them for multivariate 
normality. We combine the recently published SGNN approach [8] 
with the basic principle underlying the Gaussian-means algorithm 
[13] and the Mardia test for multivariate normality [18, 19]. The new 
approach distinguishes from existing ones by its holistic design and 
its great autonomy regarding the clustering process as a whole. Its 
performance is demonstrated by means of synthetic 2D data and by 
real lifestyle survey data usable for market segmentation. 
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I. INTRODUCTION 

LUSTERING is one of the most manifold areas of data 
analysis and a topic of continuous research efforts, par-
ticularly due to its increasing importance for discovering 

significant patterns and characteristics in large databases [6]; 
its fields of application range from biology and medicine [12, 
23] through chemistry and text mining [25, 3] to market basket 
analysis and market segmentation [9, 15]. The focus of this 
paper is on the latter field, but the neural network methodol-
ogy discussed is also applicable to other clustering tasks. 

Market segmentation is an essential part of marketing research 
[31] and stands for the strategy of dividing a heterogeneous 
market into homogeneous groups of customers with similar 
needs and meeting those needs with marketing efforts [1]. The 
heart of quantitative market segmentation is clustering. Due to 
the large diversity of individual needs [4] and the nearly om-
nipresent information flood in marketing communication, 
market segmentation is almost indispensable for successful 
marketing activities on saturated consumer markets [30, 31].  

But the identification of the right or “natural” number of mar-
ket segments or, more generally speaking, the number of 
groups in a dataset is one of the most difficult problems in 
cluster analysis [29]. Furthermore, marketing researchers often 
argue that adequate representations of market segments by 
means of easy-to-interpret cluster profiles (called centroids in 
the following) can ease the understanding of the inherent cus-
tomer needs and preferences [28].  
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Once the centroids are found, the closest customer profile 
(called medoid) can be considered as the cluster representa-
tive.  

In market segmentation, this interpretation is particularly plau-
sible when the customers assigned to one cluster are normally 
distributed around the centroid, at least approximately. Look-
ing at the representatives of a target market segment is usual in 
customer-centric marketing communication. Therefore, flexi-
ble clustering methods like neural networks, that enable the 
computation of centroids with a substantial interpretation, are 
gaining increasing importance in market segmentation. 

Although the importance of correctly answering the question 
of how many clusters exist in a dataset is emphasized in the 
relevant literature, there are comparatively few papers dealing 
with this problem in the market segmentation context in depth 
(see, e.g., [30] for details). If the true, but unknown number of 
clusters is over-specified, market researchers may over-
segment the market and may treat segments separately that, in 
fact, could be treated inclusively. Conversely, if the true num-
ber of clusters is under-specified, they may under-segment the 
market and may fail to identify distinct segments that should 
be processed separately [5].  

Conventional segmentation methods such as factor analysis, 
multidimensional scaling and hierarchical cluster analysis 
often suffer from the fact that the user has to control the data 
processing to a large extent. In hierarchical cluster analysis, 
which is widely used in market segmentation, for instance, the 
selection of the distance measure (for describing the attribute-
based similarity of consumers), the fusion method (for com-
puting the distance between two clusters or segments), and the 
criterion for determining the number of clusters [26], strongly 
influence the segmentation result as a whole. For data sets 
with a largely unknown internal structure this may imply an 
extensive search for an acceptable solution, particularly re-
garding identifiability, stability and actionability [32]. Parti-
tioning clustering algorithms such as the widely used k-means 
or k-mediods [6], on the other hand, necessitate a pre-
specification of the number of clusters or market segments (k) 
to be considered. Similar problems may arise from applying 
factor analysis as well, e.g. regarding the number of factors to 
be extracted or assumed, the communality estimation and the 
factor rotation. The higher the dimensionality of the data, the 
more difficult this task becomes. 

The GNNCN (Growing Neural Network with integrated test-
ing for Cluster-wise Normality) algorithm to be introduced in 
the next section determines the quality of the detected clusters 
by iteratively testing them for multivariate normality. Since 

C 
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the user has to preset only one parameter, our approach does 
not make heavy demands on the user. Therefore, it can also be 
applied successfully by those who are not experienced in neu-
ral network-based clustering.  

The remainder of the paper is organized as follows. In section 
II, we provide a brief synopsis of the methodological devel-
opments relevant for the new algorithm and outline key ele-
ments of the GNNCN approach. Its performance is demon-
strated in section III by means of a synthetic 2D dataset with 
normally distributed clusters. In section IV the usefulness of 
the new approach in market segmentation is shown by analyz-
ing real data collected from a German household panel. The 
paper concludes with a brief discussion and an outlook on 
future research. 
 

II. METHODOLOGY 

A. Basic algorithms and previous work 

The probably most popular neural network model for cluster-
ing using unsupervised learning techniques is the Self-
Organizing Feature Map (SOFM). This algorithm enables 
nonlinear projections from high-dimensional data manifolds 
onto two-dimensional grids, while largely preserving the to-
pology of the data [16]. It is easy to use and available in many 
software packages. But in its basic form SOFM suffers from 
the fact that its application requires the prior determination of 
the network’s size and dimensionality. As a consequence 
thereof, the topological structure and the capacity of the neural 
network is fixed in terms of the predefined number of nodes 
(“neurons”) included [10, 20], which makes SOFM less suit-
able for market segmentation tasks, where the number of seg-
ments is typically unknown in advance. Therefore, we exclude 
this approach from our further considerations. 

The Neural Gas Network (NGN) introduced by [21] is an 
interesting alternative to SOFM regarding the topological 
structure of the network. In NGN the nodes are adapted to the 
data without any fixed topological arrangement within the 
network. This “free movement” of the nodes in the data space 
is often compared to the movement of gas molecules in a real 
space. In contrast to Kohonen‘s SOFM, the NGN algorithm 
does not require any prior knowledge about the topological 
structure of the network, takes a smaller number of learning 
steps to converge, and its dynamics can be characterized by a 
global cost function [2]. 

Further developments of the NGN algorithm are, e.g., the 
Growing Neural Gas Network (GNGN) by [11] and the Self-
controlled Growing Neural Network (SGNN) by [8]. Both 
algorithms are able to dynamically insert and remove nodes 
during the network adaptation process. The basic idea is to 
create a new node when the input data to be learned suggests 
an enlargement of the neural network in order to better repre-
sent the data set as a whole. Nodes with low “utility” concern-
ing the goodness of data representation are removed during the 
adaptation process. Both algorithms differ, among other 
things, in the way the insertion of new nodes is controlled. The 
GNGN algorithm repeatedly inserts a new node after a pre-
specified number of adaptation steps. In contrast, SGNN adds 
a new node when the fit of the node, which best matches the 

current input data, is lower than a dynamically adapted thresh-
old. We later refer to this by the term “activity”. SGNN bears 
resemblance to the Grow When Required Network by [20], 
particularly regarding its structural design. But since the num-
ber of parameters, that have to be preset by the user in ad-
vance, is less with SGNN, it is more autonomous in view of 
the adaptation process. 

The GNNCN algorithm to be introduced in the next section is 
based on the learning principles of SGNN and it is designed to 
support the identification of normally distributed clusters or 
market segments by taking advantage of the ideas underlying 
the cluster-wise normality check discussed in the Gaussian-
means algorithm by [13] and the well-known Mardia test of 
multivariate normality [18, 19]. Gaussian-means clustering 
starts with a small number of clusters and successively ex-
pands this number until the input data assigned to each cluster 
looks Gaussian. The procedure used for testing normality is 
based on the Anderson-Darling statistics and measures the 
distortion of the data belonging to one cluster.  
 

B. The GNNCN approach 

Let B  be a set of nodes (“neurons”) hu  with 

},,1{ BHh =∈ K  and C  the set of edges connecting these 
nodes. Both sets together determine the topological structure 
of an artificial neural network. Each node hu  is represented 

by a weight vector ),,,,( 1 hKhkhh ηηηη KK
r

= , where sub-
script },,1{ Kk K∈  refers to the object attributes used for 
clustering and subscript h  denotes the different clusters. This 
is in line with the assumption that a given number of objects 
J  can be partitioned into H  groups with JH <  but un-
known at the beginning of the clustering process. Each object 

},,1{ Jj K∈  is represented by an input vector 

),,,,1( jKxjkxjxjx KK
r

=  that includes the attributes 

considered. Accordingly, jkx  denotes the value of attribute k  
of object j . With these definitions a description of the new 
approach can be given: 
  
Initialization step: 

i. Create two non-connected nodes 1u  and 2u  with randomly 

generated positive weight vectors 1η
r  and 2η

r . 

Set },{ 21 uuB =  and =C Ø.  

ii. Initialize some internal control variables: 
021 == yy : With the firing counter hy  we take into account 

how often hu  has been the best matching node in the network 
adaptation process.  

121 == ww : The w -variables refer to the current training 
requirement of the respective nodes. 

1=Thresv : The network growth process is controlled by a 
threshold for the activity (see above) of nodes. 
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0=l : The adaptation step counter l  controls the intensity of 
network adaptation between two tests of normality. 

1=m : The iteration counter m  refers to individual repetitions 
of the test procedure.  

iii. Define a training rate α , which controls the whole net-
work adaptation process and simultaneously serves as the 
significance level for the cluster-wise tests of multivariate 
normality. The training rate is the only control parameter to be 
entered by the user externally. As a rule, 1.0001.0 ≤≤α  
should apply.  
 
Network adaptation step: 

1. Select randomly one input vector  
),,,,1( jKxjkxjxjx KK

r
=  from the database and com-

pute the Euclidean distances between input x j
r  and all 

nodes hu  or rather weight vectors hη
r

: 

∑
=

−=−=
K

k
hkjkhjhj xxxdist

1

2)),( ( ηηη
rrrr    hu B∀ ∈  

2. Determine both the best and the second best matching node 

Besthu  and Bu
Secondh ∈  in terms of their Euclidean distance 

to  jxr  and update the set of edges by 

)},{( SecondBest hhCC ∪=  if 
Besthu  and 

Secondhu  are not 
connected. Initialize the current age of the edge connecting 

Besthu  and 
Secondhu  by 0=

SecondBesthha . 
3. Compute the activity of the best matching node according 

to )),(exp(
BestBest hjh xdistv η

rr
−= . 

Note: The extent to which the best matching node 
Besthu or 

rather weight vector 
Besthη

r fits the current input vector is 
called its activity. The smaller the distance is, the higher the 
activity is [20]. 

4. Compute thresholds for both the activity 
Besthv  and the 

training requirement 
Besthw  of the best matching node: 

 If Thresh vv
Best

<  then 
1+

+⋅
=

l

vvl
v BesthThres

Thres  

 
B

l
w

B
Thres

)1ln( +
⋅= α  

Note: The first term compares the activity of the current 
winning node with the overall average (threshold). Depend-
ing on this comparison threshold Thresv  is adapted succes-
sively to control the node creation process. The second 
term defines the threshold of the training requirement. A 
large l  together with a small number of nodes B , for ex-
ample, indicates that these nodes have already been trained 
to a considerable degree. On the other hand, a small value 
of α  causes the algorithm to strongly adapt the available 
weight vectors before a new node is added to the network. 

5. If Thresh vv
Best

≥  or Thresh ww
Best

≥  then go to substep 6, 

else create a new node 
Newhu : )(2

1
jhh x

BestNew

rrr
+⋅= ηη ; 

update the set of edges, initialize the control variables 

Newhy  and 
Newhw  and go to substep 7. 

6. Adapt the best matching node 
Besthu : 

BestBestBest hhh ηηη
rrr

∆+=   

with )()1(
BestBest hj

Besthh xw ηαη
rrr

−⋅⋅−=∆   

7. Increase the age 
Best ih ha of all edges ( , )Best ih h  emanating 

from the best matching node as well as the respective fir-
ing counter 

Besthy  by 1 and update the training require-
ment of the best matching node according to   

1( 1)
Best Besth hw y −= + . 

8. Delete all edges Chh ii ∈),( '  with 3
'

KJa
iihh ⋅>  as 

well as all nodes Bu
ih ∈  with no connection to any other 

node 
'i ihu
≠

, and set 1+= ll . 

9. If 5int( )10l K≤ ⋅  then return to substep 1, else start 
tests of cluster-wise multivariate normality: 
  i. For each h  test whether the input vectors assigned 
  to node hu  are normally distributed and increase 
  the iteration counter m  for the test procedure by 1.  
  ii. If multivariate normality applies to all clusters or 
  ( ))ln(int KJm ⋅>  then STOP with BH =  else set 
  1=l  and return to substep 1. 
Note: The upper bound for m  ensures the termination of 
the algorithm if multivariate normality can not been 
achieved for all clusters. 

 
Test of cluster-wise multivariate normality:  

According to [18, 19, 27] we use the multivariate sample kur-
tosis and the multivariate sample skewness in substep 9 to 
check whether the input vectors assigned to cluster h  are 
normally distributed. The test statistic for the sample kurtosis 
is defined as follows: 

h

kurt
hkurt

h
NKK

KKd
b

/)2(8

)2(

+⋅⋅

+⋅−
=  Hh ,,1 K=∀  with 

( ) ( )∑
∈

−

⎥⎦
⎤

⎢⎣
⎡ −⋅⋅−⋅=

hNn
hnhhn

h

kurt
h xSx

N
d

2
1 '1

ηη
rrrr , where hS  

denotes the cluster-specific sample covariance matrix and hN  

is the set of input vectors assigned to node hu . The above test 
statistic is asymptotically standard normally distributed with 
probability value ( )( )kurt

hN
kurt
h bPp −⋅= 12 .  

Analogously, the test statistic for the sample skewness is: 
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6/skew
hh

skew
h dNb ⋅=  Hh ,,1 K=∀  with 

( ) ( )
3

'
'

1
2

'1 ∑∑
∈

−

∈
⎥⎦
⎤

⎢⎣
⎡ −⋅⋅−⋅=

hh Nn
hnhhn

Nnh

skew
h xx S

N
d ηη

rrrr
. 

This test statistic is asymptotically chi-square distributed with 
( )skew

hKKK
skew
h bPp

)6/)2()1((21
+⋅+⋅

−=
χ

. 

The probability values kurt
hp  and skew

hp  can be used to check 
the inner cluster distribution. The null hypothesis of multivari-
ate normality is rejected for cluster h  when their values are 
smaller than significance level α . The special design of the 
presented approach explains its name GNNCN (growing neu-
ral network with integrated testing for cluster-wise normality). 
Figure 1 summarizes the general structure of GNNCN (the 
related substep numbers are given in brackets). 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 General structure of the GNNCN algorithm 
 

III. COMPARISON WITH EXISTING ALGORITHMS 

The performance and adaptability of the new approach was 
analyzed by means of a 2D synthetic data set, which is similar 
to that used by [13]. It contains 7×1000 bivariate normally 
distributed data points scattered over seven separate clouds. 
For benchmarking our own approach we used the NGN and 
the GNGN algorithm sketched above. There are two main 
reasons for this selection. Firstly, as already outlined, both 
algorithms belong to the same class of clustering methods and 
can be regarded as early precursors of GNNCN. Secondly, 
both NGN and GNGN already proved to be powerful tools for 
the optimal partitioning of data in a comprehensive compara-
tive study by [7] including k-means and growing k-means. The 
authors argue that the incremental character of GNGN makes 
this algorithm independent of the initial partition and gives the 
possibility to verify the “natural” number of clusters in data. In 
most cases NGN provides better partitions than those obtained 
by k-means in this study. 

Figure 2 shows the best results of each of the above-
mentioned algorithms. At first sight NGN (a), GNGN (b) and 

GNNCN (c1) led to almost the same goodness of data parti-
tioning. Each node of the respective networks represents ex-
actly 1000 data points. To complete the picture Mardia’s kur-
tosis and skewness are given for GNNCN (c2). According to 
these measures all data points are normally distributed around 
their cluster centroids for α = 0.01, the only parameter to be 
preset. This almost perfect solution was achieved after 989947 
iterations. Therefore, each GNNCN weight vector (centroid) 
can be seen as the “representative” of the cluster it belongs to. 
This aspect will play an important role in market segmentation 
later on. In contrast to GNNCN the present implementations 
of NGN and GNGN require the preset of eight respectively 
seven parameters. In the case of NGN this also includes the 
number of clusters H , whereas GNGN determines the opti-
mal number of clusters more autonomously. Since the internal 
structure of the data to be analyzed is often unknown in prac-
tice, the determination of adequate parameters for NGN and 
GNGN can imply time-consuming trial and error passes. 

 

a) 

 

b) 

  
c1) 

 
 

c2)      kurt
hp :      skew

hp : 

h=1:     0.625         0.856 
h=2:     0.378         0.018 
h=3:     0.627         0.827 
h=4:     0.770         0.302 
h=5:     0.232         0.615 
h=6:     0.017         0.377 
h=7:     0.015         0.489 

 
Fig. 2 Results of NGN (a), GNGN (b) and GNNCN (c1: clusters; c2: 

cluster-wise p-values of the Mardia tests) 
 

 
In Table 1 some performance measures are given for each 
algorithm. The well-known Quantization Error QE  [16] and 
the so-called Maximum Distance Error MDE  [14] can be 
used to assess the accuracy of data representation by the neu-
ral networks. The latter refers to the worst matching of an 
input vector with its associated weight vector and therefore 
appraises the balance of pattern representation. Both measures 
should be as small as possible. Their formal definitions are as 
follows:  
 

∑
=

=
J

j jmjxdistQE
1

),( η
rr

      with 
{ }

),(minarg
,,1

hj
Hh

j xdistm η
rr

K∈
=  

and 
⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

=
=

),(maxmax
| jmj

hjmjh
xdistMDE η

rr
. 
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TABLE I 
PERFORMANCE VALUES QE AND MDE AND NUMBERS OF 
ADAPTATION STEPS REQUIRED FOR REALIZING THE BEST 

SOLUTION 

Algorithm Adaptation 
steps 

Quantization 
Error (QE) 

Maximum Distance 
Error (MDE) 

NGN 500000 17374.26 8.94 
GNGN 1000000 17582.02 8.98 
GNNCN 989947 17375.66 8.94 

As already evident in Figure 2 all algorithms performed in an 
absolutely satisfactory manner. The “non-growing” NGN 
achieved its optimum with the lowest number of adaptation 
steps. GNGN and GNNCN performed quite similar. However, 
the latter solved the given clustering task with a minimum of a 
priori knowledge which significantly eases its application in 
practice. 
 

IV. APPLICATION TO LIFESTYLE SURVEY DATA 

In this section the GNNCN algorithm is used to determine a 
consumer typology from real survey data. The data was pro-
vided by the German ZUMA Institute [24]. It comprises atti-
tudes and opinions with regard to daily nutrition and consump-
tion behavior as well as socio-demographic characteristics of 
1000 randomly selected households. The attitudes and opin-
ions were measured on the basis of 61 5-point Likert-scaled 
statements. A Likert-scale [17] is an itemized rating scale that 
can be used to measure the level at which respondents agree or 
disagree with a given statement (with 1: “I definitely dis-
agree.”, … 5: “I definitely agree.”). It is often used to measure 
attitudes, preferences, and subjective reactions, since it is easy 
to construct and easy to understand by the respondents. Typi-
cal items are “I am fond of company.” and “I watch my figure 
when eating and drinking.”. The scale is assumed to be equi-
distant and therefore the data are treated as metric. 

If we apply the GNNCN algorithm to this data with training 
rate 01.0=α , we receive an 11-cluster solution with perform-
ance values QE = 8647.18 and MDE = 14.41. The number of 
consumers represented by the weight vectors 

( )65,11,11 ,...,ηηη =
r , …  ( )65,111,1111 ,...,ηηη =

r  ranges between 35 
and 128. Each cluster or market segment can be represented 
by its centroid (or the related medoid). Two of these market 
segments will now be interpreted for illustration pur-
poses.Cluster 10 is represented by the weight vector 10η

r
 de-

picted in Figure 3 and comprises 11 % of the consumers sur-
veyed. By referring to item-specific weights the members of 
this cluster can be characterized as follows: They do not buy 
many new products that are unknown to other consumers (low 
value of 5,10η ) and they do not own new products before their 

acquaintances (low value of 16,10η ). They like to stay at home 
and have a strong preference for hearty plain fare (high values 
of 10,10η  and 27,10η ). At the same time, they strictly reject 
vegetarian food and do not often use grains for cooking (low 
values of 41,10η  and 55,10η ). The latter corresponds with the 
low interest of these consumers in preparing unusual or exotic 
dishes (low values of 38,10η  and 50,10η ). Regarding their 

socio-demographics the members of cluster 10 typically have 
a below average education (rather low value of 64,10η ; meas-
ured on a 9-point scale) and are characterized by their distinct 
price consciousness (rather high value of 65,10η ; measured on 
a 4-point scale). Due to their particular profile the members of 
cluster 10 could be labeled as “the conservatives”. 

 
Fig. 3 Bar chart of cluster 10’s item weights 

Figure 4 shows the item weights defining centroid 8η
r

, which 
represents the attitudes and opinions of 7 % of the consumers. 
In contrast to cluster 10 the members of market segment 8 are 
characterized by a rather “undecided” or homogeneous profile. 
This finds its expression, for example, in the following virtual 
contradictions: The respective consumers are fond of company 
(high value of 3,8η ), but at the same time they like to stay at 

home (high value of 10,8η ). They watch their figure when 
eating and drinking and pay attention to a low-fat diet (high 
values of 22,8η  and 34,8η ), but also love hearty and solid food 

(rather high value of 43,8η ). The indecisiveness of these con-
sumers regarding their individual lifestyle also becomes ap-
parent by the rather high values of 53,8η  (“cooking well-tried 

recipes”) and 54,8η  (“being very demanding when eating and 
drinking”). The members of cluster 8 have a medium educa-
tion ( 64,8η ) and are less price conscious ( 65,8η ) than those of 
cluster 10, for instance.  

 
Fig. 4 Bar chart of cluster 8’s item weights 
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The remaining clusters can be interpreted in a similar way. By 
this means GNNCN-based market segmentations provide an 
excellent basis for developing marketing strategies, since the 
resulting consumer profiles can be used to develop segment-
centered communication strategies. Beyond the explication of 
consumption and nutrition styles for marketing communica-
tion the presented approach also yields two additional bene-
fits: Firstly, by means of the cluster assignments we are able to 
provide criteria for compiling informative customer lists for 
direct marketing activities. Secondly, by linking the prototypi-
cal profiles (centroids or medoids) to media usage typologies, 
media planning and budgeting can be supported as well. The 
“undecided” consumers (according to cluster 8), for instance, 
may be a promising target for new customer recruitment ac-
tivities in direct marketing or sales promotion. 
 

V. CONCLUSIONS AND OUTLOOK 

We introduced a new growing neural network approach for 
unsupervised clustering called GNNCN with a special focus 
on market segmentation, a field of market research, which will 
become more and more important in future and will be used to 
perform new tasks [32]. A performance test based on synthetic 
2D data has shown that none of the compared clustering algo-
rithms was significantly superior to the others regarding the 
goodness of data representation. However, by making minimal 
demands on the user with respect to its parameterization 
GNNCN proves to be a powerful tool, particularly in classifi-
cation tasks, where prior knowledge about the internal struc-
ture of the data is missing. The GNNCN algorithm tends to 
generate market segments with a maximum number of nor-
mally distributed clusters, which may ease the interpretation of 
the segments and help to identify the “natural” number of 
clusters in a dataset. The strongly data-driven adaptation proc-
ess contributes to avoiding both over- and under-segmentation 
and therefore may significantly unburden the market re-
searcher regarding the necessity of later strategy adjustments.  

Future research will focus on a further optimization of 
GNNCN regarding the computing time when both the dimen-
sionality and the heterogeneity of the data are high. This, for 
instance, becomes relevant when applying GNNCN to market 
basket or brand image analysis, which are further promising 
fields of application for unsupervised clustering in marketing 
research [8]. Another outstanding task is the verification of 
alternative measures for testing for multivariate normality. 
Corresponding options are discussed in [22]. 
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