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Abstract—Over the past several years, there has been a 
considerable amount of research within the field of Quality of 
Service (QoS) support for distributed multimedia systems. One of the 
key issues in providing end-to-end QoS guarantees in packet 
networks is determining a feasible path that satisfies a number of 
QoS constraints. The problem of finding a feasible path is NP-
Complete if number of constraints is more than two and cannot be 
exactly solved in polynomial time. We proposed Feasible Path 
Selection Algorithm (FPSA) that addresses issues with pertain to 
finding a feasible path subject to delay and cost constraints and it 
offers higher success rate in finding feasible paths. 

Keywords—feasible path, multiple constraints, path selection, 
QoS routing 

I. INTRODUCTION

oS based network architectures are being designed to 
provide QoS guarantees for various applications such as 
audio, video and data. IntServ (Integrated Services) is 

less scalable and robust than stateless network architecture 
Diffserv (Differentiated Services).IntServ provides end-to-end 
guaranteed or controlled load service on a per-flow basis, 
while DiffServ provides a coarser level of service 
differentiation among a small number of traffic classes. Many 
of these applications have multiple QoS requirements in terms 
of bandwidth, delay-jitter, loss, etc. Provision of QoS support 
at the network layer is by enabling QoS routing of data.  

 The problem of finding a path subject to two or more 
independent additive and/or multiplicative constraints in any 
possible combination is NP-Complete. The proof of NP-
Completeness relies heavily on the correlation of the link 
weight metrics. QoS Routing is NP-Complete when the QoS 
metrics are independent, real numbers or unbounded integers. 

In general, QoS routing focuses on how to find feasible and 
optimal paths that satisfy QoS requirements of various voice, 
video and data applications [9, 10].Hence, QoS routing is the  
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first step that needs to be done in both reservation-based 
networks (e.g.,Intserv, MPLS) as well as reservation less 
ones(e.g.,Diffserv).In reservation-based networks, QoS 
routing is performed by source nodes to determine suitable 
paths for connection requests. In the case of Diffserv, the QoS 
–based routes can be requested by network administrators for 
traffic engineering purposes. In many cases, the problem of 
QoS routing is known to be NP-complete and thus mostly 
dealt with using heuristics and approximations. A survey on 
such solutions can be found in [11, 12].  

A. QoS Constraints 
The constraints can be classified into two types: Path 
constraints and Tree constraints [7]. The Path constraints need 
to be satisfied from the sender to the receiver. Tree constraints 
need to be satisfied over the entire multicast distribution tree 
created by the multicast routing protocol from the sender(s) to 
the receiver(s).

Fig 1 A Simple network topology 

The computation complexity is primarily determined by the 
composition rules of the metrics [24]. The three basic 
composition rules are: additive (such as delay, delay jitter, 
logarithm of successful transmission, hop count and cost), 
multiplicative   (like loss probability = probability of 
successful transmission) and concave/min-max (e.g., 
bandwidth).  
The additive and multiplicative metric of a path is the sum and 
multiplication of the metric respectively for all the links 
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constituting the path. The concave metric of a path is the 
maximum or the minimum of the metric over all the links in 
the path. In Fig 1, the ‘S’ represents the source node and ‘D’
represents the destination node. The link delay and bandwidth 
of each edge is shown in parenthesis. 

B. Sources of Inaccuracy in Network State Information 
QoS routing relies on state information specifying resource 

availability at network nodes and links, and uses it to find 
paths with enough free resources to accommodate new flows. 
In turn, the successful routing of new flows together with the 
termination of existing ones, induce constant changes in the 
amount of resources available [20, 21]. These must then be 
communicated back to QoS routing to ensure it makes its 
decision based on correct information. As a result, changes in 
resources availability are usually communicated either 
infrequently (e.g.,only when they are big enough) or 
imprecisely,(e.g., after aggregating network states). Such 
limitations can introduce substantial inaccuracy in the 
information used by path selection to identify good paths 
through the network, and, as stated before, we want to address 
such issues in this paper. However, before we proceed with 
our investigation, we briefly review some of the underlying 
parameters that determine the extent of inaccuracy that we can 
expect in network state information. 

Limiting the number of entities (nodes and links) generating 
updates on their state, is a generic scalability issue that is not 
specific to QoS routing. Indeed, as network sizes grow, 
scalability quickly becomes a generic concern that has been 
the source of the many hierarchical schemes in use by network 
protocols. 

The rest of the paper is divided as follows. Section II dealt 
with QoS Path Selection Problems, Section III handles 
network model and proposed algorithm. Section IV presents 
the simulation results obtained and comparative study with 
other algorithms and finally section V includes a brief 
conclusion. 

II. QOS PATH SELECTION PROBLEMS

One of the key issues in providing end-to-end QoS 
guarantees in packet networks is how to determine a feasible 
path that satisfies a number of QoS constraints. The problem 
of finding a feasible path is NP-Complete [1] if number of 
constraints more than two and that cannot be exactly solved in 
polynomial time. Network layer has a critical role to play in 
the QoS provision process.  

The approaches used by the QoS routing algorithms follow 
a trade-off between the optimality of the paths and the 
complexity of the algorithms especially in computing multi-
constrained path [8]. 

A. Constraint Shortest Path (CSP): 
The constraint-based path selection problem has been 

extensively researched in the last two decades, often in the 
computational theory and algorithms literature. The 
underlying problem can be stated as follows. 

 Consider a directed network G (V, E) where V is the set of 
nodes and E is the set of links of the network. Each link (u, 
v) E is associated with two integer weights cuv> 0 (cost) and 
duv> 0 (delay).For any path p define cost as, 

c(p) = 
pvu uvc

),(
  and    d(p) = 

pvu uvd
),(

(1)

Given two nodes s, d, a path p is said to be feasible if 
 d (p) d where d  is delay bound between the source and 
destination nodes. 

B. CSDP (k) (Constrained k shortest Disjoint-
Paths)problem:  

Here the objective is to find a set of k link-disjoint paths 
between a source ‘s’ and a destination ‘d’ with minimum total 
cost and with the total delay satisfying certain pre-specified 
bound. This problem arises in the context of providing 
alternate QoS paths to achieve protection against link failures. 

C. MP-DCP Problem (Most Probable Delay Constrained 
Path Selection under Inaccurate Information):  

The Objective is to identify a path that has the highest 
probability of satisfying a delay bound. The delay of each link 
is a random variable. This problem is of great importance 
since accurate state of a network (parameter information) is 
not often available.

The CSP problem is NP-complete [2]. So many heuristic 
approaches and approximate algorithms have been proposed. 
In general, Heuristics do not provide performance guarantees 
on the quality of solution produced-approximation algorithms 
deliver solution within arbitrarily specified precision 
requirement.  

A widely studied case of the Restricted Shortest Path (RSP) 
problem group is the Delay-Constrained Least Cost (DCLC) 
problem. The DCLC problem is NP-complete. 

In [4], a source routing algorithm called Dual Extended 
Bellman-Ford (DEBF) to solve the DCLC problem is 
proposed. The heuristic used by the DEBF algorithm is a bi-
directional application of the Extended Bellman-Ford (EBF) 
algorithm. In the forward phase the EBF is applied to compute 
the least cost feasible path from the source to the destination 
using the delay metric. If a path that satisfies the delay 
constraint is found on this phase, the cost metric is used in the 
backward phase. The DEBF algorithm executes the EBF 
algorithm twice, and so it has a complexity of O(2nm) 

D.  CSP Algorithms 
1) Delay Constrained Unicast Routing (DCUR) algorithm   
The DCUR algorithm proposed by Salama and Reeves [3] 

uses a heuristic to compute delay constrained least cost paths 
in a distributed manner. The DCUR algorithm is based on the 
Distance-Vector algorithm and it maintains a cost and delay 
vector at every node by a distance vector protocol. A delay 
constrained path is constructed using a control message sent 
from the source node to the destination node [23]. The 
algorithm has a complexity of O(n3). Improvements on 
algorithm proposed in [3] are by avoiding loops instead of 
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detecting and removing loops. 
2)  - Optimal approximation algorithm 

To deal with NP-complete problem the approach is to look 
for a polynomial–time algorithm that guarantees finding an 
approximate solution to the optimal one. An algorithm is  - 
Optimal if it returns a path whose cost is at most (1+ ) times 
the cost of the optimal path. Approximation algorithms 
perform better in minimizing the cost of a returned feasible 
path as  = 0. Smaller values of  lead to an increased 
complexity. 

3) Lagrangian–based Linear Composition Algorithm 
The algorithm used in the Lagrangian - based linear 

composition approach [22], linearly combines the delay and 
cost of each link and finds the shortest path with respect to the 
composite measure. Thus, the weight of a link becomes  
                    w(u,v) = .d(u,v)+ .l(u,v)                                  (2) 
where,  and  are called the multipliers. A key issue in the 
Lagrangian–based composition approach is how to find 
appropriate values for the multipliers. 

4) SSR+DCCR Algorithm
In [5], A heuristic is proposed in which the cost for the least 

–delay path is selected as the cost constraint. The problem is 
then solved by minimizing a nonlinear length function that 
gives more priority to lower-cost paths. DCCR algorithm was 
proposed to minimize this nonlinear length function. DCCR is 
a k shortest path-based algorithm. The performance of the 
DCCR algorithm depends on the k. The performance of 
algorithm is good for larger values of k[6].The SSR+DCCR 
algorithm, reduces the search space and tighten the cost bound 
by using a Lagrangian-based algorithm before applying 
DCCR.

III. PROPOSED WORK

A. Network Model 
Consider a network that is represented by a directed graph, 

G= (V, E), where V is a set of vertices and E is a set of edges. 
Each link (u, v) is represented by two non-negative measures 
namely a delay  (u, v) and a residual bandwidth R (u, v). 
Given a delay bound d, a delay-jitter bound j, and buffer space 
bound bm for all m nodes in the network, a leaky bucket 
< ,b>, where  is the average token rate and b is the maximal 
burst rate in bytes (token bucket size) and a bandwidth to 
reserve r ( r ) to reserve, find a path p such that, 
       D(p, r, b) d, J(p, r, b) j, B(p, r, h) bh                      (3) 
for all nodes along the path, where bh is the buffer space 
constraint for the node with h hops from the source and r  Rj

(  Rj  p) where Rj is the link residual bandwidth. End-to-
end delay, delay-jitter and buffer space constraints are 
determined by bandwidth allocation when rate proportional 
service disciplines such as Weighted Fair Queuing are used. 
Finding a path that satisfies end-to-end delay, delay-jitter and 
buffer space constraints is solvable in polynomial time when 
the relationship between constraints in taken into account. 

Bandwidth being reserved and burst ness of the traffic source 
is the two factors that determine the end-to-end queuing delay 
of the flow. For the above mentioned rate proportional service 
disciplines, if the traffic source is constrained by a leaky 
bucket < , b >, where is the average token rate and b is the 
maximal burst rate in bytes (token bucket size) then for a path 
p with n hops and link capacity Ci at hop i, the provable end-
to-end delay as given by Zhang [19] is: 

n

i
i

n

i i

prop
C

L
r
Lh

r
bbrpd

11

maxmax*
),,(            (4) 

Where Lmax = Maximum packet size in the network 
   propi = Propagation delay of link i.
   (r ) = Bandwidth reserved. 
   b = burst rate in bytes 
   h = hop count 
Here we use additive distance function by using the link cost 
l(i) and length function l(p) where, 

i
i

prop
C
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Lil maxmax)(                                             (5)  
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il

r
bpl )()(                                                      (6) 

The goal now is to find a path p, such that l(p) < d using 
the proposed algorithm . If l(p) > d then there is no path that 
meets the given delay bound d. A path p satisfying the delay, 
delay-jitter and buffer space requirement is said to exist, if and 
only if  the length of path p as defined by (4) is less than or 
equal to delay bound d (i.e., l(p) < d) and  each node along 
the path ‘p’ meet the delay bound as defined by (3). If such a 
path exists then the path p is said to be a feasible path.  

B. Selecting Feasible Path 
Our Feasible Path Selection Algorithm (FPSA) finds a 

feasible path if one such exists. However, there might be more 
than one feasible path available in the network. In order to 
efficiently utilize the network resources we should select the 
feasible path, which consumes less network resources among 
the available multiple feasible paths. Therefore, we need some 
optimality criteria in choosing a feasible path among multiple 
feasible paths. The optimality criteria that can be considered 
are minimum hop count, least delay, throughput, and 
bandwidth. A feasible path can be selected using one of the 
four optimality criteria mentioned above independently or 
using a combination of them with priorities. A few 
combinations of optimality criteria that can be used to achieve 
efficient utilization of network resources are shortest-delay 
path, widest-shortest path, shortest-widest path and shortest-
minimum-bandwidth path [18].

Here in our work we considered the bandwidth and delay 
as prime constraints to choose the feasible paths. This work 
mainly focuses on the Diff Serv and its policing. DiffServ is 
proposed to provide QoS on the Internet, while solve the 
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scalability problem with IntServ. In DiffServ framework, the 
routers supporting DiffServ form a DiffServ domain. 

C. Algorithm Description 
Every node acquires the underlying network G(N, L), 

where each link l  L, and N being the number of nodes. 

        

Fig. 2 Pseudo code of FPSA 

The proposed algorithm first finds the feasible path 
specified by the two constraints namely delay and bandwidth. 
A feasible path is found and then the data are sent along that 
feasible path. Fig.2 shows the pseudo code of the proposed 
algorithm. 

In step 1, the source node s, destination node d, the additive 
metric delay and concave metric bandwidth are first 
initialized. In step 2, the initialized parameters are considered 
for finding the feasible path satisfying the Quality of Service 
(QoS) requirements.  

The main idea here is to identify the feasible path that 
satisfies both the metrics (i.e, delay and bandwidth). The link 
cost and the path length function are calculated based on 
equations (4) and (5) mentioned above. Where Lmax represents
Maximum packet size in the network, propi represents 
Propagation delay of link i, the factor r  identifies the 

Bandwidth reserved, b represents burst rate in bytes, and ‘h’ 
being the hop count. The path having larger bandwidth and 
less delay is taken for routing the packets in a network. The 
success rate (SR) in finding the feasible path is given by  

sentpacketsofnumberTotal

receivedlysuccessfulpacketsofNumber
(SR)RateSuccess (7)

The success rate in finding the feasible path in the proposed 
algorithm shows excellent results. For the increase in packet 
size the success ratio also increases, when compared with the 
other two algorithms.  

To find the feasible path in a network we calculate the 
bandwidth using,  

available bandwidth = total bandwidth * utilization - 
reserved bandwidth.                          (8) 

The path with sufficient bandwidth and less delay is 
returned as the feasible path. If a feasible path is found then 
the algorithm returns that path and the success is 1. If the 
algorithm is not able to find the feasible path then the 
algorithm terminates giving success as zero and no path found 
in the network.  

IV. SIMULATION RESULTS

In the simulation model, a network topology is constructed 
with sufficient source and destination nodes. The constraints 
such as bandwidth and delay, connection request between 
source and destination are generated. The success rate (SR) is 
used as one of the prime criteria to determine the performance 
of various path selection algorithms. The algorithm was 
simulated in a discrete event C++ simulator. The success rate 
was measured as a ratio of packets received with packets sent. 
In this paper, we compare our algorithm with other algorithms 
namely Lagarangian Linear Composition Algorithm (LLCA) 
[13, 14, and 15] and Hybrid Multi Constraints Optimal Path 
Algorithm (HMCOP) [16, 17].  

Fig.3 shows the topology model used, where edge routers 
(e1 and e2) shown as hexagon, core routers (c1 and c2) are 
square shaped. Source and destination nodes are arranged left 

and right respectively.  

TABLE I
SUCCESS RATE IN FINDING FEASIBLE PATH

Success Rate (%)Number  of 
Packets (x103)

  HMCOP FPSA LLCA 

5 91.57 94.41 84.01 
10 92.39 94.74 84.57 
15 93.07 95.15 86.12 
20 93.66 95.82 87.0 
25 94.17 96.51 89.1 
30 94.62 96.53 91.2 
40 94.96 96.6 91.4 
50 95.96 96.86 92.5 

FPSA (G ,s , d, c ( bw, d))
Step1: Begin : 
    G: network 
     s : source 
    d : destination 
    m : metrics 
Step2:   Qos_P ( d, s , d ) 
Step 3: Enable source routing 
(Let m (n1 , n 2 ) be a metric for link(n 1 ,n 2 ).
For any path P = (n 1 , n 2 , ..., n i , n j ), 
 metric m is: 
Step 4:             
a) additive, if m(P) = m(n1,n2)+m(n2,n3 )+...+m(ni ,nj)
b) multiplicative, if m(P) = m(n1,n2)*m(n2,n3)*...*m(ni, nj)
c) concave, if m(P) = min{m(n1 ,n2),m(n2 ,n3 ), ... , 
m(ni ,nj )}
Step 5: Qos_Routing P(bw, s , d)  
Step 6:  get-bw(s,d) 
available bw = total bandwith * utilization - reserved 
bandwith; 
route bandwidth = utilization- available bandwidth 
return bw,m 
Step 7:  constrained route C (bw ,s ,d) 
if (success =1) then, // Feasible path found 
return F_path 
else
set success=0 // No Feasible path found 
return no F_path 
 End
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A. Performance Comparison based on Success Rate 
Fig.4. shows the Success Rate of three algorithms. When 

the number of packets increases it is observed that the success 
rate for the proposed algorithm also improved. When the 
routing information is more accurate, the success rate in 
finding the feasible path also increases.
 We varied the number of packets sent by a source to a 
destination and with the increase in number of packets, the 
Success Rate in finding the feasible path from ‘s’ to ‘d’ in our 
algorithm (FPSA) crosses above 95%, for number of packets 
being sent above 15000, showing the better performance 
compared to the HMCOP and LLCA. 

Table I. represents the values of success rate of the proposed 
algorithm and the other two compared algorithms. 

     
Fig. 3 The Topology Model 

The packet drops in the FPSA algorithm is very less since the 
bandwidth used by this algorithm on the links is sufficient 
enough to transmit all packets to its destination without any 
loss in packet. This also shows in Fig.7 through Fig.9 that the 
various classes of traffic can be scheduled at different time 
intervals. The number of packets successfully received by the 
destination using HMCOP and LLCA algorithm is 
comparatively less, showing more drops in packets. From the 
simulation, it was studied that the bandwidth utilized by the 
other two algorithms are not sufficient enough to carry 
inelastic data packets since these algorithms are not allowing 
scaling these traffic flows. This shows that, as the number of 
packets being sent along the links increases, the drop in the 
packets also increases hence, lowering the success rate. The 
success rate for number of packets sent is at least 5,000 the 
success rate is least (84%) in LLCA. The number of packets 
sent for all the algorithms are the same. The delay in finding 
the feasible path should be less for any algorithm to prove its 
efficiency in finding a feasible path in a given network. Here 
in our simulation, we used four source nodes and four 
destination nodes. We calculated the end-to-end delay ‘d’
from (4), where Lmax, the maximum packet size in the network 

ranges from 5,000 to 50,000. In our simulation, the bandwidth 
to be reserved for a link is considered to be 5MB. 
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Fig. 4 Performance Comparison based on Success Rate 

Fig. 5 Time Vs Bandwidth in FPSA 

The network topology, considered here has a minimum of 
three routers and hop count is at least three. The propagation 
delay in each link is taken separately for calculation purpose. 
To find the feasible path in a network the delay calculation 
shows that our algorithm took nearly 40ms for numbers of 
packets sent being 50,000, while it took 71.4ms for the 
HMCOP and 73ms for LLCA algorithm.  

The link cost l(i), is found for finding the path length l(p).
Only for a path length l(p)< d,  the delay bound , the path is 
said to have satisfied the first constraint. The bandwidth on 
that link is calculated to find if its exactly a feasible path or 
not. The bandwidth can be found using (7). The burst rate 
used here is at least 500 bytes. All the algorithms were 
simulated individually while the number of packets being sent 
is varied for each simulation. Fig.6 shows the variation in 
delay with time for the three algorithms. In Fig.7. the 
proposed algorithm has throughput value of nearly 8.4 as the 
time progresses. 
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The throughput value of HMCOP algorithm has got only 
very slight variation. Compared with HMCOP the LLCA 
algorithm has got 65% of higher throughput, since the packet 
drops in the HMCOP is more than the other algorithm.  
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Fig. 7 Graph showing Time Vs Throughput 

B. Performance Comparison based on Bandwidth 

In Fig.8.and Fig.10. the link 2 for both LLCA and HMCOP 
algorithms are having the normal flow meaning that link2 is 
having fewer drops in the number of packets being sent and 
hence the bandwidth used by this link is nearly 40MB. The 
rest of the links shows slight variation in the bandwidth as the 
simulation time periodically increases because the links are 
with aggressive flows. So more packets have to be queued and 
less priority packets have to be dropped. This shows that both 
HMCOP and LLCA fail to meet the QoS requirements for 
inelastic applications.  

The propagation delay for each link ranges from 1ms to 
nearly 10ms. In Fig.9 our algorithm is having moderate 
bandwidth in almost all the links, since all the packets being 

sent are received by the destination without many packets 
being lost. 
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Fig. 8 The available bandwidth for each link in HMCOP 

Moreover the amount of bandwidth in each link is above 
10MB. This shows that all real time traffic can be 
accommodated in different links with negligible packet loss.
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V. CONCLUSION

We studied the problem of finding a feasible path subject to 
two constraints and our algorithm is supported by 
performance bounds that reflect the effectiveness of the 
algorithm in finding a feasible path. We analyzed the 
performance of the algorithm through simulations by 
calculating the success rate (SR) taking number of packets 
into consideration. When number of packets is increased our 
FPSA algorithm has still high success rate than other 
algorithms with the same number of packets.  Also when 
compared with other algorithms such as LLCA and HMCOP, 
the proposed algorithm has obtained less delay and bandwidth 
in finding the feasible path for routing of packets.  
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