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Abstract—We have applied new accelerated algorithm for linear 
discriminate analysis (LDA) in face recognition with support vector 
machine. The new algorithm has the advantage of optimal selection 
of the step size. The gradient descent method and new algorithm has 
been implemented in software and evaluated on the Yale face 
database B. The eigenfaces of these approaches have been used to 
training a KNN.  Recognition rate with new algorithm is compared 
with gradient. 
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I. INTRODUCTION 

he need for adaptive image processing arises due to the 
need to incorporate adaptive aspects of biological vision 

into machine vision systems. In recent years, many algorithms 
have been presented to simulate the human process, in which 
various adaptive mechanisms are introduced such as neural 
networks, genetic algorithms, and support vector machines [1]. 
The most important part of a face recognition system is to 
handle all kinds of variations through modeling. There are 
many different kinds of variations of human faces due to the 
growth and the changes in lighting conditions, make-up, pose, 
illumination, expression, etc. The face recognition systems can 
achieve excellent performance when tested over a standard 
database, but they haven't this performance when they are 
operated in a practical environment. This is because the 
training set of face images will be either insufficient or 
inappropriate for future events. Even if a large amount of face 
images are available when constructing a face recognition 
system, all the variations that will happen in future cannot be 
considered in advance; thus high recognition performance in 
practical situations can hardly be expected with only a static 
database. A solution to this problem is to make face 
recognition systems learn continuously to adapt to incoming 
training samples. In many face recognition systems, the 
information processing consists of feature selection and 
classification.  

On the other hand, one of the difficulties of classification 
methods is dimension of training samples. Choosing an 
appropriate set of features is a critical problem in classification 
systems. Recently, there has been an increased interest in 
eploying feature selection in applications such as face and 
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gesture recognition [2]. In this paper, we use an adaptive LDA 
to subspace representation of database that gives high 
separability power and a SVM to classify features. Adaptive 
LDA algorithms have been used in on-line applications 
particularly for feature space dimensionality reduction [3]. 
Mao and Jain [4] proposed a two-layer network for LDA, each 
of which was a PCA network. Chatterjee and Roychowdhury 
[5] presented an adaptive algorithm and a self-organizing LDA 
network for feature extraction. Recently, Abrishami 
Moghaddam and Amiri Zadeh derived an accelerated 
convergence adaptive algorithm for LDA, based on the 
steepest descent optimization method [6].  

The next section describes the fundamentals of LDA. In 
Section 3, the adaptive computation of the square root of the 
inverse covariance matrix 2/1−Σ based on the gradient descent 
method is presented and its convergence is proved using the 
stochastic approximation theory. Section 4 is devoted to new 
accelerated adaptive 2/1−Σ algorithms. A new recursive 
equation for on-line estimation of the covariance matrix is also 
presented in this section. Experimental results are introduced 
in Section 5 demonstrate the superior performance of the 
proposed methods. Finally, concluding remarks and plans for 
future works are given in section6.  

II. LINEAR DISCRIMINATE ANALYSIS  

LDA criteria are mainly based on a family of functions of 
scatter matrices. For example, the maximization of )( 1

bwtr ΣΣ−  

or 
wb ΣΣ /  is used, where bw ΣΣ ,  are within and between-class 

scatter matrices, respectively. In LDA, the optimum linear 
transform is composed of )( nr ≤  eigenvectors of 

bw ΣΣ−1  

corresponding to its r  largest eigenvalues. Alternatively, 

mw ΣΣ−1  can be used for LDA, where mΣ  represents the mixture 

scatter matrix )( wbm Σ+Σ=Σ . A simple analysis shows that 

both 
bw ΣΣ −1   and 

mw ΣΣ−1  has the same eigenvector matrixφ . In 

general, bΣ  is not full rank, hence mΣ  is used in place of bΣ . 

The computation of the eigenvector matrix φ  from 
mw ΣΣ−1  is 

equivalent to the solution of the generalized eigenvalue 
problem Λφφ wm Σ=Σ , where Λ  is the eigenvalue matrix [7] 

III. ADAPTIVE -1/2
Σ  COMPUTATION ALGORITHM 

The following algorithm has been proposed for the 

adaptive computation of 2/1−Σ  [8]: 
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Where nnR ×∈0W is symmetric and non-negative definite, and 

{ }kη  is a scalar gain sequence. According to the general form 

of adaptive algorithms [9] we have: 

), kkkk1k xG(WηWW +=+  (3) 

Where the update function ), kk xG(W is the gradient of an 

objective function )W( kJ . Using the stochastic approximation 

theory and convergence analysis by Ljung [10], we may write: 
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The gain sequence { }kη has an important role in the 

convergence of the algorithm and can be a constant or a 
decreasing sequence, satisfying the following conditions: 
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For example, we can generate 

kη as follows [6]: 

,12/1,0/ ≤= αδδη α
pfkk  (5) 

Where δα , are selected, such that 
kη satisfies the above stated 

conditions. The convergence of the algorithm has been proved 
[8] using the stochastic approximation theory [10]. That 
means:

                  

    

-1/2
ΣW =

∞→
k

k
lim   with probability one, (6) 

Where Σ  is the correlation or covariance matrix of the 
random sequence }x{ k . 

IV. NEW ADAPTIVE 
-1/2
Σ ALGORITHMS 

The adaptive computation of 2/1−Σ using Eq. (1), suffers from 
a very slow convergence rate. Increasing 

kη can accelerate the 

convergence of the algorithm, but large gain sequences may 
cause it to diverge or converge to a false solution. Choosing 

kη as a monotonically decreasing function of the iteration 

number k  may improve the convergence rate However; this 
cannot be considered as an optimal solution to the 
convergence problem. Noting that Eq. (6) is based on the 
gradient descent method, we developed new algorithms based 
on the steepest descent [6] in order to optimally determine the 

gain sequence in each iteration. The steepest descent method uses 
the following updating equations: 

kkk1k GηWW +=+  (7) 

k
T
kkkk WxxW-IG =  (8) 

Where T
kk xx  in Eq. (2) has been replaced by 

kη  which will be 

introduced later in this section. In the steepest descent method, 
instead of using a fixed gain sequence, 

kη  is calculated by the 

derivative of the cost function J with respect to 
kη  [6]: 
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Using the chain rule:
                Therefore, 

.0)()( =Σ⋅Σ ++ kk1k1k WW-IWW-I kk  (12) 

Replacing 1kW +
 with Eq. (12) and doing some mathematical 

operations we obtain the following quadratic equation: 

,02 =++ kkkkk cba ηη  (13) 
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and kη is obtained as: 
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In Eq. (14), we use the positive sign in order to minimize the 
objective function )W( 1k+J . As will be shown in experimental 

results, the computation of 
kη according to Eq. (14) 

accelerates the convergence of the adaptive algorithm. 

Furthermore, in the adaptive computation of 2/1−Σ a fixed 
gain sequence may cause divergence problems in the case of 
non-stationary input data. Dynamic determination of 

kη  can 

overcome the problem while the convergence is guaranteed 
under different conditions. The on-line estimation of the 
covariance matrix 

kη  is obtained using the following recursive 

equation [6]: 

,)1/()1/1( k
T

1k1k1k ΣxxΣ +++−= +++ kkkk θθ  (15) 

Where ]1,0]∈θ  is a forgetting scalar factor. If }x{ k comes 

from a stationary process, 1=θ  is used. On the other hand, if 

}x{ k comes from a non-stationary process, 10 << θ  is 

kkk1k GηWW +=+  (1) 

k
T
kkkk WxxW-IG =  (2) 
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selected. This equation is applied to obtain an effective 
window of size )1/(1 θ− . This effective window ensures that 

the past data samples are down-weighted with an exponentially 
fading window. The exact value of θ  depends on the specific 

application. In general for slow time varying }x{ k ,θ  is chosen 

close to one to obtain a large effective window, whereas for 
fast time varying }x{ k , θ  is chosen near zero for small effective 

window [9]. 

V. EXPERIMENTAL RESULTS  

Performance of methods is evaluated on Yale face database 
B [11]. The background of images is cut out, and the images 
are resized to 1313×  pixels with wavelet. For this experiment, 2 
class recognition experiments are performed over 36 pairs of 
subjects. For each pair of subjects, a training data set is 
constructed from the 200 image of each subject. The 
dimensionality of the training subspace is reduced to 50 prior 
to recognition. The training and test images were histogram 
equalized and mean centered before classification. The 

convergence of the new 
2/1−Σ  algorithm for facial database is 

illustrated in Fig. 1. Convergence behaviour of the new 2/1−Σ  
algorithm compared to the gradient descent method using 
facial database. Fig. 2 shows the resulting linear basis images. 

 
Fig.1 Convergence Behaviour of the Gradient Descent Method 

Using Facial Database 

 

   Fig.2 Convergence Behaviour of the New
2/1−Σ Algorithm Method 

Using Facial Database 
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Fig. 3. Convergence Behavior of the New

2/1−Σ Algorithm 
Compared to the Gradient Descent Method Using Facial 
Database 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                              (a)             
 
 
 
 
 
 
 
 
                                                         

EDITORIAL POLICY 

 
 
 

                                                 (b) 
Fig.4 (a) images of gradient method (b) images of new 

adaptive method 
 

Table .1 Classification results for Yale face 

Method Mean of Margin Mean of SV 

Adaptive lda 0.0390 48.4 

New adaptive lda 0.0390 48.4 

 

VI.  CONCLUDING REMARKS  

In this paper, we applied a new approach to constructing 
adaptive face recognition systems. The new algorithm has the 
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advantage of optimal selection of the step size.  The eigenfaces 
of gradient descent method and new algorithm have been used 
to training a SVM. Experimental results demonstrate very fast 
convergence and robustness of the new algorithms with equal 
recognition rate and justify its advantages for on-line pattern 
recognition applications. Finding and performing good 
methods to improvement of SVM and its relative merits are 
subject for future research. 
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