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Abstract—In this paper, we present a novel approach to accurately 

detect text regions including shop name in signboard images with 
complex background for mobile system applications. The proposed 
method is based on the combination of text detection using edge 
profile and region segmentation using fuzzy c-means method. In the 
first step, we perform an elaborate canny edge operator to extract all 
possible object edges. Then, edge profile analysis with vertical and 
horizontal direction is performed on these edge pixels to detect 
potential text region existing shop name in a signboard. The edge 
profile and geometrical characteristics of each object contour are 
carefully examined to construct candidate text regions and classify the 
main text region from background. Finally, the fuzzy c-means 
algorithm is performed to segment and detected binarize text region. 
Experimental results show that our proposed method is robust in text 
detection with respect to different character size and color and can 
provide reliable text binarization result. 
 

Keywords—Text detection, edge profile, signboard image, fuzzy 
clustering.  

I. INTRODUCTION 
IGNS (or texts) are everywhere in our real world. A sign is 
an object that suggests the presence of a fact, condition or 

quality. It can be a displayed structure bearing characters or 
symbols, used to identify something or advertise a place of 
business. Especially, texts are important information embedded 
in natural scenes. They often carry useful information such as 
traffic signals, advertisement billboards, dangerous warnings, 
commercial contents, etc. Although text with a limited scope 
can be successfully detected using existing methods, it is 
difficult to detect texts with varying environment and 
embedded in real world. And then compared with other object 
detection applications in computer vision, many features are 
unavailable for a text detection. Generally text region in natural 
images is no motion, no approximation shape and no color 
reflection information. 

To text detection and recognition from images, variety 
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techniques have been researched for specific applications 
including document image analysis [1]-[3], content-based 
image/video indexing [4]-[6], assistance to visually impair 
person [7], and text detection, text recognition and translation 
system in natural scene images [8]-[12]. 

There are so many relevant works for detection and 
extraction of texts in the literature. Most of the text detection 
methods can be classified as edge-based method, connected 
component based method and texture-based methods. These 
methods have different advantage and disadvantage in 
reliability, accuracy and computation complexity. 

Edge-based methods focus on the high contrast between the 
text and the background [8]-[14]. The edges of the text 
boundary are identified, and several heuristics are used to filter 
out the non-text regions. Generally, edge is very useful for 
image analysis which also can be used to find possible text 
areas. Text is mainly composed of the strokes in a certain 
direction, so it can be considered that the region with higher 
edge strength in the corresponding direction is the text region. 

Connected component based methods use spatial structure 
analysis of the color connected component and can work well 
on most kinds of texts such as the characters on book covers, 
news titles and video captions [12]-[17]. These methods use a 
bottom-up method by grouping small components into 
successively larger components until all regions are identified 
in the image. A geometrical analysis is needed to merge the text 
components using the spatial arrangement of the components 
so as to filter out non-text components and mark the boundaries 
of the text regions. 

Texture-based methods are based on the fact that texts in 
images have distinct textural properties that can be used to 
discriminate them from the background or other non-text 
regions [18][19][20][21][22]. And texture-based algorithms 
are more robust than the CC-based methods in dealing with 
complex background. X. Tang et al. proposed text detection 
using texture information of objects [20]. However, the method 
failed in the case of small texts. And M. Fujii et al. proposed the 
method using wavelet features from fix-size blocks of pixels 
and classify the feature vectors into text or non-text using 
neural networks [22]. However, the neural network based 
approach is not efficient in terms of computation cost with 
complex image. 

There are so many approaches to perform in the case of 
variant text orientation, size, language, low resolution image, 
etc. [18][21][23][24][25][28]. Many approaches assume that 
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the text direction is horizontal or vertical and text font size is in 
limited scale. Although there are many techniques, the 
proposed methods were very restrictive in the type of texts they 
can process and therefore restrict the application field of the 
text detection. 

In this paper, we focus on detecting and binarizing a main 
text on signboard images for mobile system applications. An 
automatic text translation system utilizes a mobile phone 
system to capture a signboard image in city containing shop 
name, detect main texts in the image and binarize texts. 
Automatic detection and binarization of texts from signboard 
images are prerequisites for an automatic text recognition task. 
However, due to the complexity of text appearance in 
signboard images, text detection is a difficult and challenging 
task in image processing.  

We present a novel method to precisely detect text regions in 
signboard images to make a readable signboard for recognition 
part. The proposed approach is targeted towards being robust 
with respect to diverse kinds of handheld device, such as 
mobile phone, PDA and smart phone. 

Since our approach analyzes text region contours directly 
and not the entire image, which is more stable than complete 
color images under varying signboard images, it is robust to 
varying illumination conditions. Furthermore, instead of 
performing a global analysis on the whole image, we consider 
candidate text regions separately to detect text region and 
perform the binarization on the text region, which makes our 
approach more efficient and robust in mobile system. 

The rest of the paper is organized as follows: In Section II, 
we present the method for text detection using edge profile. We 
describe a segmentation and binarization using fuzzy c-means 
clustering and histogram in boundary of text region in Section 
III. In Section IV, we present some experiments on the 
proposed approach and evaluation results. Finally, Section V 
concludes the paper. 

 

 
Fig. 1 The proposed method in our work 

II. TEXT REGION DETECTION 

A. Adaptive Edge Detection 
Edge detection is an important pre-processing step of our 

approach, although edge detection is not the focus of this paper. 
With good edge detection result, the time complexity of later 
text detection will be reduced and the detection accuracy will 

be improved. The canny edge operator [26] is applied on the 
gray-scale image to get the edged image. Generally, edge 
feature is robust to the size and the uneven illumination 
variation. We compute threshold value of edge magnitude by 
Eq. (1) around the center, because we assume that the interested 
main texts in the signboard are located on the center of the 
image. 

sumof edge magnitudeinselectedregionaroundthecenter
Selectedregionsize

TV α= +    (1) 

Where α  is constant for detecting detail edge.  In this paper 
for computing adaptive threshold value, we select regions 
around center line from edge magnitude image.  

B. Text Region Detection Including Shop Name Based on 
Edge Profile 

In order to detect text region in this step, we analyze 
horizontal components of texts in the edge map because the 
signboard text is usually arranged with horizontal direction. 
Then we calculate the horizontal histogram of edge image to 
detect the text regions. Fig. 3 shows edge profile of horizontal 
and vertical direction. We use Eq. (2) and (3) for detecting text 
region of horizontal and vertical direction. When scanned 
outside on the center line in image, selected region for 
horizontal profile is red box at Fig. 2(b) and selected region for 
vertical profile is width of used image. If horizontal profile is 
less than HTR/3, outside is non-text region and inside is text 
region. And then, we perform vertical region detection from the 
detected horizontal text image. To compute HTR and VTR, 
selected region size is 30 in HTR and entire region in VTR. 

sumof horizontaledgesinselectedregion
selectedregionsize

HTR=             (2) 

imageofwidth
profileedgesverticalofsum

=VTR             (3) 

 
(a)                                           (b)  

  
(c)                                          (d) 

Fig. 2 Text detection by the proposed method: (a) edge image, (b) 
horizontal edge profile, (c) detected text region of horizontal direction, 

(d) vertical edge profile 
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We detect the interested text region and remove other parts 
(background) in the edge map. The interested text region in our 
application is usually located around the center and the height 
of interested text is higher than that of other texts. Based on 
these characteristics, the interested text region corresponds to 
the largest horizontal histogram range located around the center 
of the image and in which the histogram values are high. 

 
Fig. 3 The detected text region by the proposed method in Signboard 

image 

III. SEGMENTATION AND BINARIZATION 
After we detect the main text region with edge profile 

property of horizontal and vertical direction, we can perform 
binarization of main text region and send the result to character 
recognition system. Although text region is perceived by the 
same features, the components of region may vary significantly. 
So, it is necessary to perform region clustering to compensate 
these effects.  

In the detected text region, we perform segmentation with all 
color components into two distinctive colors to discriminate 
between text and other non-text region. To segment the 
detected region, we use a fuzzy c-mean (FCM) clustering 
described with Eq. (4) to depict the color distribution. The 
FCM has been shown to be an effective data clustering 
algorithm [27]. It is an iteratively optimal algorithm usually 
based on the least square method to make a fuzzy partition of 
the dataset. The object function of the traditional FCM is 
described by the following equation: 

2N c m
ik k ik=1 i=1

J u v -y∑ ∑=          (4) 

Where iy , 1, ,i N= , is the set of intensity component, N is 
the number of clusters, [1, )m ∈ ∞  is a weighting exponent and 

iku  is the amount of fuzziness of iy  as it approaches a 
clustering center kv . The operation || ||i  is the Euclidean norm. 

Because fuzzy c-means clustering is suited for fitting clusters, 
we use iterates by adjusting the parameters of the clustering 
model to optimize the membership function of data in dataset. 
The iteration stops when the difference between two successive 
iterations becomes negligible. 

Upon convergence of the clustering algorithm, the two mean 
vectors can be recorded as the two dominant groups in a text 
region, i.e. text and non-text. Thus we can binarize the text 
region by measuring the boundary histogram distribution of the 
detected text region. The proposed method for binarization is 
presented in Algorithm I in detail. 
 

 

ALGORITHM II. Binarization algorithm by boundary 
histogram distribution of detected text region. 
// It uses boundary histogram to distinguish between text and background // at 
the segmented text region. Then, “1” for text region and “0” for  
// background are assigned by resulting histogram distribution. 
for j=x_start, j<x_end, j++; 

if (seg_reg[y_start][j] == lable_value[k]), then 
        label_histogram_1[k]++; 

       if (seg_red[y_end][j] == label_value[k]), then  
label_histogram_2[k]++; 

for i=y_start, i<y_start+x, i++; 
       if seg_reg[i][y_start] == lable_value[k], then label_histogram_1[k]++; 

if seg_red[i][y_end] == label_value[k], then label_histogram_2[k]++; 
for i=y_start; i<y_end; i++; 
        for j=x_start; j<x_end; j++; 
               if label_histogram_1[k] > label_histogram_2[k], then 

label_histogram_1 = background; 
               else  label_histogram_2 = background; 
 

Fig. 5 is shown binarization result of the text region. If 
region segmentation is performed by entire region in Fig. 5(a), 
the result of “고” character is not good segmentation 
performing global feature because the signboard images have 
uneven illumination on left, middle and right. This result is 
provided low performance of a character recognition system. 
Therefore, we perform local segmentation in regions separated 
by considering text gap. Firstly, we perform separation using 
vertical edge profile in detected text region as Fig. 5 (b) and (c). 
In order to separate between texts, we use mean value of the 
edge profile. If vertical edge profile is less than mean/3, the 
image is separated in between texts. Then, each region of red 
box in Fig. 5(c) is segmented using local features based on the 
FCM. The result is shown in Fig. 5 (d). 

  
(a)                                        (b) 

  
(c)                                          (d) 
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(e) 

Fig. 4 Segmentation and binarization by the proposed method: (a) 
segmentation result, (b) edge image in the detected text region, (c) 

separated image by vertical profile, (d) segmentation result by local 
feature, (e) vertical profile in the (b) image 

 

IV. EXPERIMENTAL RESULTS 
To assess the performance of the proposed algorithm, we 

have conducted an experiment using signboard scenes captured 
by various conditions. Currently, our approach has been 
implemented in C++ language under Windows-XP with Intel 
Pentium-IV and 1GB memory. In this paper, in order to 
evaluate the actual performance of the proposed approach, we 
test 445 real signboard images which include various 
conditions. Text appearance varies with different colors, 
orientations and the character font sizes. The image resolution 
is 640 × 480 pixels. Used Korean signboard images are 
captured by Samsung mobile PDA phone in our city. 
 

  

  

  
Fig. 5 Binarization result by the proposed method in Korea signboard 

images 

  

  

  
Fig. 6 Binarization results by the proposed method in English 

signboard images 
 

Fig. 5 and 6 show the experimental results of various kinds 
of images selected from Korean and English signboard images. 
The figure contains examples of automatic main text detection, 
where the rectangles give detection results. We can see that the 
main text region is accurately detected by the proposed method 
proposed in Section II. 

Generally, signboard image captured from a mobile phone 
might have some uneven illumination because of gradation, 
shading and shadow in text region, which can reduce detection 
rate and recognition accuracy. Fig. 7 shows two sets of 
examples of text detection and binarization, where the left side 
of each image Fig. 7(a) is the binarization result with 
segmentation using global features, the right side of each group 
Fig. 7(b) is the result with segmentation using local features. 
Observe that only partial text can be detected from images 
because the vertical edge profile makes the missing text stroke 
on the right side. 
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 (a)                                       (b) 

Fig. 7 Examples of binarization in signboard images with uneven 
illumination: (a) binarization results by global features, (b) 

binarization results by local features 
 

The evaluation result of the test image set is summarized in 
Table I. And used dataset is 445. In order to evaluate 
performance results, we classify into three groups. 1st group is 
failure the case cannot use next step for text recognition, 2nd 
group is binarized main text and background but including 
isolated regions and 3rd group is good without isolated regions. 
 

TABLE I 
TEXT DETECTION AND BINARIZATION RATIO IN USED DATASET 

 Num. of  
images 

Detection & 
Binarization ratio 

1st group 57 13% 

2nd group 252 57% 

3rd group 136 30% 

 

Generally, signboard images show some incorrectly result of 
text binarization. The errors occurred because some texts are 
strongly uneven-illumination and complex background in the 
image and some non-text objects have strong text like texture 
patterns. 

Experimental results show that the binarization procedure 
with FCM using local features is quite usable. Even when the 
uneven-illumination inside the detected region is generated, the 
binarized regions become nearly coincident, which makes the 
binarization process more robust. 

V. CONCLUSION 
In this paper, we have presented an approach for automatic 

detection and binarization of signboard texts for application to 
mobile systems. The proposed method can robustly detect and 
binarize main texts from signboard images. Firstly, we perform 

detection of main text region using edge histogram method 
with horizontal and vertical direction in edge map image. After 
text region verification, detected region is segmented by fuzzy 
c-mean clustering and each region is distinguished as text 
region (black) and background region (white) by boundary 
histogram in detected text region. The experimental results 
show that the proposed method can be successfully applied to 
detect main text in signboard images captured under various 
conditions. 
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